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ABSTRACT 
This research aims to test and compare the performance of 
LSTM (Long Short-Term Memory) and XGBoost (eXtreme 
Gradient Boosting) prediction models in forecasting the 
amount of crude palm oil (CPO) production in supporting 
production planning, stock management, and CPO sales. The 
background of this research was conducted because of the 
importance of accurate predictions in overcoming the 
instability of palm oil production in the future. Various 
prediction methods use univariate and multivariate data, and 
produce selected models such as ARIMA, SVR, Prophet, 
XGBoost, and LSTM. However, this research focuses on 
evaluating the performance of LSTM and XGBoost models by 
performing hyperparameter tuning optimization using 
multivariate data to find the most optimal model in forecasting 
CPO production with the smallest error rate. The results 
showed that after hyperparameter tuning, the LSTM model 
produced better prediction results with an accuracy rate of 
93.7% and RMSE of 21.04. The XGBoost model also 
experienced improved performance after tuning with an RMSE 
of 22.17 and an accuracy rate of 92.8%. Although XGBoost 
initially provided superior prediction results closer to the actual 
data, the LSTM model became the best choice after passing the 
tuning process. This LSTM model can be used by POM 
management in production planning, tank stock management, 
and CPO sales. The results of this research are expected to help 
improve the efficiency and sustainability of the palm oil 
industry, as well as provide valuable information for 
stakeholders in making the right decisions. 
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1. INTRODUCTION 
Oil palm (Elaeis guineensis Jacq) is one of the potential oil-
producing plants. One of the processed products of oil palm 
plantations is Crude Palm Oil (CPO), which is crude or 
unrefined palm oil. Palm oil can be processed by the Palm Oil 
Mill (POM) into food ingredients such as butter, cooking fat 
(shortening), chocolate additives, ice cream raw materials, 
making fatty acids, vanaspati, raw materials for various 
industries and animal feed [20]. 

Indonesia is the world's largest producer of crude palm oil 
(CPO). The high demand for palm oil from emerging 
economies in Asia such as India and China and the high level 
of domestic consumption are the main driving forces behind the 
growth of the palm oil industry in Indonesia. Indonesia's palm 
oil production in 2019 reached 51.8 million tons of CPO. This 
number increased by around 9 percent from 2018's production 

of 47.43 million tons, thus making a significant contribution to 
the national economy [14].  

Forecasting the amount of CPO palm oil production is needed 
by POM management. The unstable amount of CPO oil 
production makes it difficult for companies to determine 
policies. The instability of palm oil production is caused by 
several factors such as natural or climatic factors. To overcome 
the problem of instability in production, it is necessary to 
predict and estimate daily production so that the company 
knows the amount of CPO production in the future which 
makes it easier for the company to make decisions. 

This research aims to forecast the amount of palm oil (CPO) 
production in the future using the LSTM and XGBoost models 
by optimizing the hyperparameters. Previously, research has 
been conducted comparing various prediction methods using 
univariate and multivariate data, and the results show that 
LSTM and XGBoost models have good performance in 
predicting fluctuations in agricultural commodity prices in 
Malaysia through two experiments using univariate and 
multivariate data [2] and milk-tea sales volume in Beijing using 
multivariate data [22]. Another research also stated that 
XGBoost is better than LSTM in predicting software sales 
volume in one of the Russian startup companies using 
multivariate data [19].  

In addition, several other studies compared the results of 
several prediction methods but by tuning the model 
hyperparameters first. It was found that the LSTM model 
produced better predictions than the ARIMA method in 
predicting agricultural production [10]. For the XGBoost 
model, it can be superior in short-term prediction and execution 
time in prediction research on electricity load usage in smart 
buildings [7]. Research on palm oil (CPO) production 
forecasting has been done before but using one ARIMA 
statistical method [12]. This research wants to test the 
performance of the two models in forecasting palm oil (CPO) 
production by optimizing the hyperparameters. The results of 
the analysis of the best model are expected to help company 
management in planning production, managing stock, and 
increasing CPO sales. 

2. LITERATURE REVIEW 
Some previous related research on time series forecasting has 
been carried out by several previous researchers which 
researchers summarize in Table 1 below. 
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Table 1. Summary of Related Research Review

Researcher 
Research 
Subject 

Research Methods Advantages Disadvantages 

Chen et al., 
2021 [2] 

Agricultural 
commodity 

price 
predictions 

LSTM, XGBoost, SVR, 
ARIMA, and Prophet.  
Two experiments were 

conducted (univariate data 
and multivariate data). 

The LSTM model showed better accuracy than 
other methods when the number of datasets and 

complexity were increased in the second 
experiment (using multidimensional data) with the 

addition of features. 

The process of 
finding suitable 

model 
hyperparameters is 
still a big challenge 
for global and non-

linear solutions. The 
researcher did not 

perform 
hyperparameter 
optimization. 

Zhang et all., 
2021 [22] 

Predicted 
product sales 

volume 

LSTM, XGBoost, GBDT, 
ARIMA, and Prophet.  

Multivariate data. 
Hyperparameter 

optimization is performed. 

The XGBoost model requires fewer iterations of 
boosting rounds to produce better predictions than 

LSTM, hence shortening the training time. 
XGBoost has the ability to generalize the model, 
prevent overfitting, and control model complexity 

compared to GBDT models. 

There is no 
description of the 
hyperparameter 

configuration used 
for the LSTM model. 

Swami et all., 
2020 [19] 

Predicted 
product sales 

volume 

LSTM, XGBoost, and 
ARIMA. 

Multivariate data. 
Hyperparameter 

optimization is performed. 

Experimental optimization of various 
hyperparameters for model optimization was 
carried out. It was found that the selection of 

influential hyperparameters for the LSTM model 
can make a difference in accuracy performance 

results. It was found that ARIMA only works well 
for univariate time series data, i.e. data that has a 

single variable. 

The number of 
features used in 

multivariate data is 
not specified. 

Mukhlis et 
all., 2021 

[10] 

Predicted 
production of 
agricultural 

products 

LSTM and ARIMA. 
Univariate data. 
Hyperparameter 

optimization is performed. 

Build the LSTM model by finding the best 
hyperparameters to get the optimal model. 

The results of the 
initial RMSE metric 

before the tuning 
process are not 

explained. 

Hadri et all., 
2019 [7] 

Predicted 
electricity load 

usage 

LSTM, XGBoost, ARIMA, 
SARIMA. and Random 

Forest 
Univariate data. 

The XGBoost model outperforms the other 
methods in terms of short-term prediction accuracy 

and execution time. 

The form and 
number of datasets 

used are not 
specified.  

The tuning 
configuration and 
hyperparameter 

values used by each 
method are not 

described. 

2.1 Forecasting 
Prediction is a person's effort in guessing something that will 
happen in the future based on related information based on 
existing history or data that has been obtained in the past by 
using scientific methods in the prediction process [5]. 
Predictions can be divided into two types, namely qualitative 
predictions and quantitative predictions.  

Qualitative predictions are not based on numbers or data, but 
on the opinion and intuition of the maker. While quantitative 
predictions can be based on numbers or data obtained from the 
past.  

In forecasting data analysis, data can be divided into univariate 
and multivariate. Univariate data contains only one variable in 
each data sample, while multivariate data contains more than 
one variable. Examples of univariate data are height, age, 
weight, and temperature. Univariate data is analyzed using 
descriptive statistical analysis techniques. Multivariate data 
contains multiple variables, such as age, height, weight, gender, 
and medical history. Multivariate analysis is used to find 
relationships between variables and understand the complexity 
of data in a multidimensional space. 

2.2 Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is a development of the 

Recurrent Neural Network (RNN) architecture. The LSTM 
method was first introduced by Hochreiter & Schmidhuber in 
1997 as a solution to the dissatisfaction with RNN's ability to 
process long-term sequential data. One of the drawbacks of 
RNNs is the presence of vanishing gradients when using the 
backpropagation algorithm. The LSTM architecture can be 
seen in Figure 1. 

 
Fig 1: Long Short-Term Memory Architecture [4]. 

RNN is a type of Artificial Neural Network specifically 
designed to process sequential data. RNN can process 
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information from the past for the learning process, and can be 
used in managing time series data. The RNN structure consists 
of an input layer, hidden layer, and output layer. The flow of 
information in RNN is one-way, from the input layer to the 
hidden layer, and from the previous hidden layer to the current 
hidden layer. The output of the hidden layer becomes the input 
for the next process. In its prediction, RNN uses current input 
data and input from previous data. The relationship between 
these inputs is useful for providing information to all hidden 
layers. Thus, the RNN has a memory that contains previous 
recorded information. Theoretically, RNNs should be able to 
handle long-term dependencies. However, in practice, RNNs 
are not effective in handling long-term dependencies due to the 
vanishing gradient problem. To overcome the problem, 
Hochreiter & Schmidhuber proposed a special type of RNN 
known as LSTM in 1997. LSTM is a development of RNN with 
a similar structure, which consists of an input layer, hidden 
layer, and output layer. The difference lies in the arrangement 
of the network in the hidden layer.  

2.3 eXtreme Gradient Boosting (XGBoost) 
eXtreme Gradient Boosting (XGBoost) is a machine learning 
algorithm that is an extension of the gradient boosting 
algorithm. XGBoost uses ensemble learning techniques, where 
multiple models are combined to improve prediction accuracy. 
XGBoost uses the decision trees method as the base learner, 
where each tree is generated iteratively by adding one tree at a 
time to the model. At each iteration, XGBoost calculates the 
residual error of the previous model and attempts to improve 
the prediction in the next iteration. To improve model quality, 
XGBoost uses regularization and pruning techniques. 
Regularization serves to control model complexity and avoid 
overfitting, while pruning aims to avoid the formation of tree 
branches that are not significant in predicting the target 
variable. XGBoost also uses gradient descent in the process of 
adjusting (optimizing) model parameters. This algorithm 
calculates the gradient value of the loss function at each 
iteration and moves the model parameters in the direction that 
reduces the loss value. Some of the advantages of XGBoost 
include its ability to handle large data efficiently, the ability to 
estimate the importance of features, and a high level of 
prediction accuracy. However, when using XGBoost, it is 
necessary to pay attention to several things, such as tuning the 
hyperparameters so that the model produces optimal 
predictions, considering the possibility of overfitting, and 
paying attention to the interpretation of the prediction results 
produced by the model. Figure 2 shows the architecture of 
XGBoost. 

 

Fig 2: eXtreme Gradient Boosting Architecture [3]. 

2.4 Metric Score 
Measurement of the error value of prediction data in time series 
forecasting can be measured using RMSE and MAPE by 
comparing it with actual data. 

2.4.1 RMSE 
Root Mean Square Error (RMSE) is a commonly used 
evaluation metric to measure the accuracy of a model in 
predicting continuous values. RMSE measures how close the 
predicted value is to the actual value of the predicted target. The 
RMSE calculation is based on the difference between the 
predicted value and the actual value, known as the residual or 
error. The residual is calculated as the difference between the 
actual value and the predicted value, and then the average of 
this squared difference is calculated. The RMSE calculation 
can be seen in formula 1. 

𝑅𝑀𝑆𝐸 = ට
ଵ

௡
 ∑ (𝑦పෝ − 𝑦௜)ଶ௡

௜ୀଵ                  (1) 

RMSE produces a score that is measured in the same units as 
the target variable. The smaller the RMSE value, the more 
accurate the model is in predicting the target value. 

2.4.2 MAPE 
Mean Absolute Percentage Error (MAPE) is an evaluation 
metric used to measure the relative error of a forecasting model 
in predicting data in percentage units. MAPE is often used in 
time series forecasting models. The MAPE calculation can be 
seen in formula 2. 

𝑀𝐴𝑃𝐸 =  
ଵ଴଴%

௡
 ∑ ቚ

௬ഢෞି௬೔

௬೔
ቚ௡

௜ୀଵ                  (2) 

The smaller MAPE value indicates that the model has better 
performance in making predictions. 

𝑃𝑒𝑟𝑠𝑒𝑛𝑡𝑎𝑠𝑒 𝐴𝑘𝑢𝑟𝑎𝑠𝑖 = (1 − 𝑀𝐴𝑃𝐸) ∗ 100 %                (3) 

To calculate the percentage level of accuracy, you can use 
formula 3. 

2.5 Hyperparameter Tuning 
Hyperparameter tuning is the process of finding the best 
combination of parameters in a model to achieve optimal 
performance. This is done by conducting trials and experiments 
using various hyperparameter values to find the combination 
that yields the best performance on the data used. Methods such 
as Grid Search and Random Search can be used to 
automatically search for the best combination in an efficient 
manner. Once all combinations are tested, the performance 
results are compared to select the best hyperparameter 
combination based on the evaluation metrics used, such as 
accuracy or RMSE. The main goal of hyperparameter tuning is 
to optimize model performance and speed up the model 
development process. 

2.6 Knime Analytics Platform 
Knime Analytics Platform is an open-source software used for 
data analysis, data integration, and predictive modeling. 
KNIME is based on the concept of workflow processing, where 
workflows are organized in the form of nodes that represent 
data analysis functions and paired with connections that 
describe the workflow.  

3. RESEARCH METHODOLOGY 
All The general research methodology is as shown in Figure 3. 
This research begins by collecting daily CPO production data 
that has been recorded previously, then the input data is 
processed with the preprocessing stage. Followed by feature 
selection of dependent and independent variables for 
multivariate data forecasting.  
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Fig 3: Flowchart of Research Methods 

Then the source data is divided into training and testing data, 
followed by the construction of LSTM and XGBoost models 
using the default hyperparameters. After that, hyperparameter 
tuning is done to find the lowest prediction error. Finally, 
analysis and measurement of error and evaluation of model 
performance in forecasting production are carried out. The 
selected model will be saved to be used in the next prediction.  

3.1 Data Collection 
Dataset collection is a very important stage to ensure the quality 
and accuracy of the prediction model to be built. This research 
uses data extracted from the Finished Goods System 
application database belonging to one of the palm oil mill 
companies in Belitung, Indonesia. The data taken is the daily 
CPO production report. After exploration and extraction, the 
production data is exported in comma separated value (.csv) 
format. Then the result of this extraction file is called the 
research source dataset. The initial dataset consists of 1853 
records with 98 data fields. An example of the dataset in the 
CSV file used can be seen in Figure 4. 

 

Fig 4: CSV Source Dataset View 

3.2 Preprocessing 
In the preprocessing stage, dataset cleaning is performed to 
clean the data from invalid values or outliers. These invalid 
values in the source dataset can come from data input errors 
and can affect model performance if not removed. In data 
preprocessing, it is necessary to remove missing values and 
duplicates to ensure the accuracy of the analysis results. In 
addition, columns containing target (dependent) variables that 
have null values should also be removed from the dataset so as 
not to affect the prediction results. 

 

Fig 5: Missing Value Removal Result 

Missing values are in the form of zero production values on 
certain dates. This happens because the factory delays 
production on that day due to several factors such as lack of 
palm fruit supply on that day, or holidays, factory machinery 
repairs, etc. so it is categorized as No Production Day. This zero 
value does not need to be replaced with an interpolated value 
or an average number of production before and after, because 
the factory only postpones the production process to the next 
day so that the amount of fruit received the day after is the 
accumulated value of the total fruit received on the previous No 
Production Day. Therefore, the deletion of this zero value will 
not have an impact on the accuracy of the model because the 
data will still be calculated on the next day. Figure 5 shows the 
result of deleting zero records in the target variable. The initial 
data consists of 1853 rows to 1455 rows of data. 

3.3 Feature Selection (Multivariate) 
Feature selection in multivariate time series forecasting is the 
process of selecting and determining the variables that have the 
most influence on the target variable. The prediction target 
(dependent) variable in the research is the amount of CPO 
production. Proper variable selection can improve model 
performance and avoid overfitting. The target variable whose 
value will be predicted is in the "OilProducedDailyToday" 
column variable, this data column is referred to as the selected 
dependent variable. Then in the selection of variables 
supporting predictions (independent) refer to previous research 
that discusses "CPO productivity is influenced by several 
factors including: FFB Quality, Harvesting Labor, Loses, 
Stagnation and Transportation of FFB in Palm Oil Mill 
processing" [8] which explains that there are several factors 
that most influence the amount of CPO oil production, such as 
the quality of FFB based on the management of suppliers. 
Supplier classification can be a benchmark for assessing FFB 
quality based on its management. Thus, insignificant variables 
can be eliminated to improve the performance and complexity 
of the model. 

From the column dataset, it is known that there are 4 groups of 
FFB fruit suppliers. The four column variables are used as 
prediction support variables (independent) that can affect the 
target variable (dependent), namely the amount of CPO oil 
production. The selected independent column variables are 
"ReceivedFromInternal", "ReceivedFrmExtManagedByInt", 
"ReceivedExternalEstate", and "ReceivedFrmExternalDealer". 
Once determined, other variables that do not significantly 
affect the target variable are eliminated at this stage. From the 
results of the feature selection process, a total of 6 columns of 
data are left consisting of 1 timestep, 1 dependent variable, and 
4 independent variables in Figure 6 below. 

 

Fig 6: Result of Feature Selection Columns 

3.4 Partitioning 
The data partitioning process is the stage of dividing the dataset 
into training data and testing data. Data used for future 
prediction is usually based on past data or historical data. 
Therefore, the data must be divided into two parts, namely 
training data and testing data to test the performance of the 
model. Data sharing is done with a 70:30 ratio, where 70% is 
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used as training data and 30% is used as testing data. This ratio 
is used because the number of datasets available is small, so the 
amount of testing data must be relatively more to provide 
representative results [6]. The division of datasets for the 
training and testing process can be seen in Table 2. 

Table 2. Division of Training and Testing Data 

Data subset Training Data Data Testing 

Ratio (percentage) 70% 30% 

Many rows of data 1018 437 

Date range 
Feb 1, 2018 - 
Aug 28, 2021 

Aug 30, 2021 - 
Feb 28, 2023 

3.5 Build Model-Tuning Hyperparameters 
In the model building stage, there are three main processes, 
namely training, testing, and hyperparameter tuning. In the 
training process, the standard hyperparameter configuration is 
used to create a model with default input parameters provided 
by the KNIME application. Next, in the testing stage, the 
resulting model is tested by comparing the prediction results 
with the actual ground truth data value to measure how much 
error. Each change in the hyperparameter input value is iterated 
including the training and retesting process. The purpose of this 
iteration is to obtain the optimal value of hyperparameter input 
in order to produce predictions that are more accurate and 
suitable for making predictions in the future. From the 
evaluation process, the best hyperparameter combination with 
the lowest RMSE error rate is selected. In the initial stage, it is 
determined that the ground truth value or actual data value can 
actually be obtained from historical data taken from the results 
of the data partitioning stage for testing data needs. The ground 
truth value is obtained from testing data consisting of 437 
timestep rows with data columns "TransDate" of datetime type 
and "OilProducedDailyToday" of decimal type.  

3.5.1 LSTM 
LSTM models based on deep learning are used because of their 
ability to overcome long-term dependency problems that often 
occur in time series. In multivariate LSTM models, lag columns 
are not required because LSTM models are able to learn the 
time dependency between independent input variables 
automatically through the gates mechanism in the LSTM 
network.  

The first stage in the LSTM training process is to prepare a 
format that suits the needs of the LSTM model, which is in the 
form of three dimensions with the first dimension as the amount 
of data, the second dimension as the length of the time step, and 
the third dimension as the number of variables. The next step is 
to determine the architecture of the LSTM model to be used. 
The LSTM model architecture consists of several LSTM layers 
and other layers such as Dense and Dropout layers that are used 
to optimize model performance. At this stage, hyperparameter 
values such as the number of layers, the number of neurons in 
each layer, and the learning rate are also determined. 

Table 3. LSTM Parameter Configuration 

No. Configuration Standard 
Value Option Value 

1 Batch size value 32 16/25/32/64 (*selected based 
on best tuning results) 

2 Epoch value 100 25 / 50 / 100 / 200 (*selected 
based on best tuning results) 

3 Learning rate value 0.001 0.001 

5 Number of input 
shape units (layers) 

- [?,4] 

6 Number of hidden 
units (neurons) 

- 100 

7 Number of unit 
outputs (scalar) 

1 1 

9 Optimizer Adam Adam 

 

After the model architecture is determined, the next step is to 
perform the training process. After the training process is 
complete, the LSTM model will produce a predicted value for 
the testing data. The predicted value is then compared with the 
actual value to measure model performance using the Root 
Mean Squared Error (RMSE) and Mean Absolute Percentage 
Error (MAPE) metrics. If the model performance is not as 
expected, the hyperparameter tuning stage is carried out again 
by changing the hyperparameter values such as the number of 
neurons or the learning rate. After the optimal hyperparameter 
value is found, the training stage is carried out again on all data 
and the LSTM model is ready to be used to make predictions 
on future data. Table 3 shows the LSTM hyperparameter 
configuration. 

3.5.2 XGBoost 
The XGBoost model is a machine learning-based model that is 
often used to predict target variables in forecasting multivariate 
time series data. This model is one of the ensemble learning 
methods that combines several weak learner models to produce 
a more accurate and robust model.  

The formation of the XGBoost model begins with inputting the 
features that will be used in the model, then conducting the 
training and testing process until the hyperparameter tuning 
process to find the hyperparameter combination that produces 
the best model performance. XGBoost uses the concept of 
ensemble learning, where a small number of simpler predictive 
models (decision trees) are combined to form a more powerful 
model. XGBoost builds a series of decision trees sequentially, 
where each tree attempts to correct the prediction errors made 
by the previous tree. At each iteration, the model attempts to 
minimize the prediction error by optimizing the MSE objective 
function. During training, model parameters such as tree depth, 
number of trees, and learning rate can be adjusted to improve 
model performance. 

 

 

 

Table 4. XGBoost Parameter Configuration 

No. Configuration Standard 
Value Option Value 

1 ETA (learning rate) 0.3 
0.01 / 0.1 / 0.3 / 0.5 

(*selected based on best 
tuning results) 

2 Boosting rounds 
(n_estimators) 100 50/100/500/1000 (*selected 

based on best tuning results) 

3 Maximum depth 6 6 

4 Minimum Child 
Weight 

1 1 

In the training stage, the XGBoost model will learn from 



International Journal of Computer Applications (0975 – 8887) 
Volume 185 – No.17, June 2023 

42 

previously separated training data using the gradient boosting 
algorithm, where each iteration will optimize the residual error 
in the training data. After the training process is complete, the 
model testing process is carried out using testing data to test the 
performance of the model. Model error measurement uses Root 
Mean Squared Error (RMSE) and Mean Absolute Percentage 
Error (MAPE) metrics. If the model performance is still 
considered inadequate, another iteration can be done at the 
hyperparameter tuning stage. Table 4 shows the XGBoost 
parameter configuration. 

3.6 Post Evaluation Model 
During the testing process, the model error is measured using 
the Root Mean Squared Error (RMSE) evaluation metric. 
RMSE is one of the evaluation metrics used to measure how 
accurate a model is in making predictions on unprecedented 
data. RMSE measures the average of the squared difference 
between the predicted value and the actual value. A smaller 
RMSE value indicates that the model has better performance in 
making predictions. RMSE is calculated using formula 1. 

To find the most optimal hyperparameter input in both LSTM 
and XGBoost models, experiments were conducted by 
combining hyperparameter values and testing the resulting 
output RMSE results. In the LSTM model, a combination of 
epoch and batch inputs was tested during the data training 
process. The standard epoch value is 100 and then optimized 
by changing it to 25, 50, 100, and 200. Each change is also 
combined with a change in the standard batch size from a value 
of 32 to 16, 25, 32, and 64. The results of this trial are recorded 
in Table 5 which shows the measurements based on the 
hyperparameter changes of the LSTM model during the tuning 
process. 

Table 5. Experimental Tuning Results of LSTM Model 
Hyperparameter Combination 

LSTM Model 
Selection 

Hyperparameters 
RMSE Score 

Epoch Batch Size 

A1 50 16 22.99697684 

A2 50 32 21.65533268 

A3 50 64 27.77631393 

A4 50 128 230.8384973 

A5 100 16 21.63178887 

A6 100 (default) 32 (default) 25.12878067 

A7 100 64 22.66962264 

A8 100 128 24.0643584 

A9  200 (best) 16 (best) 21.04007526 

A10 200 32 21.70610187 

A11 200 64 23.66222402 

A12 200 128 26.18869054 

A13 400 16 23.90643547 

A14 400 32 22.46230656 

A15 400 64 230.8384973 

A16 400 128 23.29463239 

Furthermore, to find the most optimal hyperparameter in the 
XGBoost model, an experiment was conducted by combining 

the Boosting Rounds and ETA values during the training 
process. The standard Boosting Rounds value is 100 then 
change it to 50, 100, 500, and 1000. While the standard ETA 
value is 0.3 then optimized by changing it to 0.01, 0.1, 0.3, and 
0.5. The results of this trial are recorded in Table 6 which shows 
the measurements based on the changes in the hyperparameters 
of the XGBoost model during the tuning process. 

Table 6. Experimental Tuning Results of XGBoost 
Model Hyperparameter Combinations 

XGBoost Model 
Options 

Hyperparameters 
RMSE Score 

Boosting 
Rounds 

ETA 

B1 50 0.01 139.1989942 

B2 100 0.01 84.93552845 

B3 500 0.01 22.18953444 

B4 1000 0.01 22.42534886 

B5 50 (best) 0.1 (best) 22.17147585 

B6 100 0.1 22.53402925 

B7 500 0.1 25.5606617 

B8 1000 0.1 27.50669944 

B9 50 0.3 23.20820116 

B10 100 (default) 0.3 (default) 24.47011576 

B11 500 0.3 28.8475257 

B12 1000 0.3 29.8412094 

B13 50 0.5 24.66703016 

B14 100 0.5 26.35674767 

B15 500 0.5 29.74048242 

B16 1000 0.5 29.98399413 

 

4. RESULT AND ANALYSIS 
A time series forecasting model is built to predict the daily 
production amount of CPO palm oil using multivariate 
variables. The LSTM and XGBoost models are optimized by 
finding the best hyperparameters with the smallest error rate. 
Furthermore, model performance metrics are measured to 
evaluate the quality of the resulting model. This research uses 
KNIME Analytics Platform with Keras Deep Learning 
integration to build the model. The results of the research 
workflow design using the KNIME application can be seen in 
Figure 7. 

Fig 7: Model Building and Evaluation 
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The score evaluation results of both LSTM and XGBoost 
models using default standard hyperparameters measured by 
RMSE and MAPE metrics can be seen in Table 7 below. The 
XGBoost model is superior to LSTM because it has a lower 
RMSE value than LSTM. 

Table 7. Model Error Measurement Score Results Using 
Default Parameters 

Model 
Type 

Standard 
Hyperparameter Input 

(Default) 

RMSE 
Score 

MAPE 
Score 

LSTM 
Epoch = 100, 

Batch Size = 32 
25.13 0.081 

XGBoost 
BoostingRounds = 100, 

ETA = 0.3 
24.47 0.079 

Then from the results of hyperparameter tuning experiments in 
tables 5 and 6, it can be seen that model A9 obtained the lowest 
RMSE for the LSTM model, namely 21.04 when compared to 
using the standard hyperparameter in model A6 with an RMSE 
of 26.68. This proves that after tuning, there is an increase in 
model performance in predicting data with a percentage 
increase in improvement of 16.3%. While in the XGBoost 
model, the lowest RMSE value is 22.17 in model B5. When 
compared to the standard hyperparameter, it indicates an 
improvement of 9.4% from the value of 24.47 before tuning. 
The final results of the best hyperparameters selected for model 
building can be seen in Table 8.  

Table 8. Preferred Hyperparameters (Best) 

Model 
Type 

Model 
Preferred 

Hyperparameter 
Input (Best) 

RMSE 
Score 
(Best) 

Percentage of 
Improvement 

LSTM A9 
Epoch = 200, 

Batch Size = 16 
21.04 + 16.3% 

XGBoost B5 
BoostingRounds = 50, 

ETA = 0.1 
22.17 + 9.4% 

Analysis of the comparison from Tables 7 and 8 shows that in 
the LSTM model, the selected epoch value is larger than the 
default epoch while the selected batch size value is smaller than 
the default batch size. With a larger number of epochs the 
model has more iterations to adjust weights and learn complex 
patterns and is able to generalise well to data that has never 
been seen before, and can increase tolerance to noise. Whereas 
a smaller batch size can quickly identify and adapt to more 
specific and complex patterns. 

In the XGBoost model, reducing the BoostingRounds and ETA 
values can help reduce the risk of overfitting especially in less 
complex data patterns. With a smaller learning rate, the model 
is more likely to learn more general patterns and avoid patterns 
that are too specific so that it can produce a more stable and 
reliable model in producing more accurate predictions on new 
data. Reducing the value of BoostingRounds will limit the 
number of trees in the final model, thereby reducing model 
complexity and the possibility of overfitting, especially suitable 
for relatively small training datasets. 

From the calculation of the evaluation metric score of the two 
models after the hyperparameter tuning process, it is found that 
the LSTM model can produce a lower RMSE error rate than the 
XGBoost model. The RMSE for LSTM after tuning is 21.04 
and XGBoost is 22.07. From the data in Table 9, it can be 

concluded that LSTM after tuning is superior to XGBoost. This 
is inversely proportional to the results of the calculation of the 
metric score before the tuning process, where XGBoost is 
superior because it produces a smaller RMSE error rate. This is 
also in line with the results of the calculation of the MAPE error 
metric score where the LSTM model after tuning is superior 
because it has a lower MAPE score than the XGBoost model, 
where the MAPE for LSTM is 0.063 while XGBoost is 0.072. 
So if the percentage of accuracy level is calculated using 
formula 3, the accuracy level of the LSTM model is 93.7% and 
the XGBoost model is 92.8%. 

Table 9. Model Comparison Error Score Final Results 

Model 
Type 

Preferred 
Hyperparameter 

Input (Best) 

RMSE 
Score 

MAPE 
Score 

Final 
Accuracy 

Level 

LSTM 
Epoch = 200, 

Batch Size = 16 
21.04 0.063 93.7% 

XGBoost 
BoostingRounds = 50, 

ETA = 0.1 
22.17 0.072 92.8% 

Figures 8 and 9 show the visualization results in the form of 
graphs comparing the predicted value of the model with the 
actual data for the LSTM and XGBoost models after the best 
hyperparameter tunning is obtained. 

 
Fig 8: Graph of LSTM Model Prediction Results 

compared to Actual Values 
 

Fig 9: Graph of XGBoost Model Prediction Results 
compared to Actual Values 

5. CONCLUSION 
The conclusion of this research is to test and compare the 
performance of LSTM and XGBoost prediction models in 
forecasting the amount of CPO oil production. Initially, 
XGBoost provided prediction results that were close to the 
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actual data, but after tuning the hyperparameters, the LSTM 
model became the best choice. Evaluation after tuning shows 
that the LSTM model has an RMSE of 21.04, a MAPE of 0.063, 
and an accuracy rate of 93.7%. This shows a significant 
performance improvement compared to the prediction before 
tuning. Meanwhile, the XGBoost model has an RMSE of 
22.17, a MAPE of 0.072, and an accuracy rate of 92.8% after 
tuning, showing improved performance compared to before 
tuning. Although XGBoost was initially better than LSTM, 
these results show that after hyperparameter tuning, the LSTM 
model is superior in predicting CPO oil production data. 
Hyperparameter tuning is performed with the Grid Search 
method to select the best combination. In the LSTM model, the 
hyperparameters tuned are epoch and batch size, while in the 
XGBoost model, the hyperparameters tuned are boosting 
rounds and eta. The results of this research resulted in the 
LSTM model as the best model in predicting CPO oil 
production, which can be used to support production planning, 
tank stock management, and CPO sales. The selection of the 
best model is based on the smallest RMSE metric, as this is 
more relevant for management who want to minimize the 
forecasting error in the same unit of measure. 
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