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ABSTRACT 
Urban sound classification is the task of identifying the type of 

sound present in a given recording, such as car honks, 

pedestrian footsteps, or construction noise. Accurate 

classification of urban sounds is important for a variety of 

applications, including environmental monitoring, traffic 

management, and public safety. To address this problem, we 

experiment with five different deep learning models: ANN, 

CNN, RNN, LSTM plus GRU combined model, and Bi-LSTM 

plus Bi-GRU model. These models are trained and evaluated 

on the Urban Sound 8K dataset, which consists of 8,000 urban 

sound recordings from 10 different classes. Our results show 

that the ANN model achieved the highest accuracy, reaching 

95% on the test set. Overall, our results demonstrate the 

effectiveness of deep learning for urban sound classification 

and suggest that the ANN model is the most suitable for this 

task. This work has the potential to impact a variety of fields 

that rely on the accurate identification of urban sounds. 

Keywords 
Urban sound, environmental monitoring, deep learning, ANN, 

CNN, RNN, LSTM, LSTM plus GRUBi-LSTM plus Bi-GRU. 

1. INTRODUCTION 
Urban sound classification is a crucial task in modern cities, as 

it helps us understand and analyze the various types of sounds 

present in urban environments. This information can be used to 

optimize the acoustic environment of cities, improve public 

safety, and enhance the quality of life for residents[1]. 

Deep learning techniques have emerged as powerful tools for 

urban sound classification, as they can capture complex 

patterns in audio data and provide high accuracy in 

classification tasks.[2] 

We propose a deep learning-based approach forurban sound 

classification using the Urban Sound 8k dataset and various 

models, including artificial neural networks (ANNs), 

convolutional neural networks (CNNs), long short-term 

memory (LSTM) networks, and bidirectional LSTM 

(BILSTM) networks. Our approach involves the collection and 

preprocessing of urban sound data, the design and training of 

deep learning models, and the evaluation of the model’s 

performance. 

Our results showed that the ANN model achieved the highest 

accuracy of 95% on the urban sound classification task. This 

model outperformed the other models, including the CNN, 

LSTM, and BILSTM models, in terms of classification 

accuracy. We also conducted a detailed analysis of the model's 

performance andidentified the key factorsthatcontributed to its 

high accuracy. Later we tried LSTM plus GRU combined 

model and Bi-LSTM plus Bi-GRU model. 

Overall, this work demonstrates the potential of deep learning 

techniques for urban sound classification and highlights the 

importance of carefully designing and evaluating deep learning 

models for this task. Our findings have implications for the 

optimization of urban acoustic environments and the 

development of intelligent systems for urban sound analysis. 

2. LITERATURE REVIEW 
Massoudi et. al., (2021) documented based on CNN. In this 

document Urban Sound dataset has used, which has 10 

different classes. The audio samples firstly preprocessed in 

order to extract the MFCC features of each audio signal. Then 

the MFCC features vector is used as an input for the CNN mode 

for classification and to generate predictions. CNN model 

achieved 91% accuracy on the dataset. 

Lezhenin et. Al., (2019) presented based on LSTM. The model 

is trained on magnitude mel-spectrograms extracted from 

UrbanSound8K dataset audio. The proposed network is 

evaluated using 5-Fold cross-validation and compared with the 

baseline CNN. LSTM network that takes magnitude mel-

spectrograms provides 84.25% of average accuracy. 

Demir et. al., (2020) documented is based on a deep 

Convolutional Neural Network (CNN). The proposed approach 

covers a bunch of stages such as pre-processing, deep learning-

based feature extraction, feature concatenation, feature 

reduction, and classification. The proposed method produced 

94.8%, 81.4%, and 78.14% accuracy scores for ESC-10, ESC-

50, and UrbanSound8k datasets. 

Krishan et. Al,. (2020) document showing that the long-short 

term memory (LSTM) shows a better result in classification 

accuracy compared to CNN for many features used. Some of 

the known datasets are used UrbanSound8k, ESC-10, ESC-50, 

and ESC-US. For the classification problem, authors have used 

spectral features where they convert the audio from the time 
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domain to the frequency domain using Fourier transformation. 

There is a number of spectral features like MFCC, Spectral 

Centroid, Spectral Roll-off, Mel spectrogram, etc. 

Tripathi et. al., (2021) document based on residual neural 

network. The proposed method is evaluated on two widely used 

Environmental Sound Classification datasets: ESC-10 and 

DCASE 2019 Task-1(A) datasets. The proposed model yields 

an accuracy of92% and 82% for theESC10 and DCASE 2019 

Task-1(A) datasets. 

Wenjie et. al. (2021) In this paper, a temporal-frequency 

attention-based convolutional neural network (TFCNN) is 

proposed in this paper to get better classification results. In the 

attention mechanism, the Log-Mel spectrogram extracted from 

the original audio data is generated. The backbone network part 

consists of 3 main layers of CNN. In this paper, ESC 50 & 

UrbanSound8k dataset is used and get the best accuracy of avg 

in ESC 50 and urbansound8k is 83.80% and 92.91%. 

FATIH DEMIR et. al. (2020) In this paper, they trained the 

model in an end-to-end fashion with the spectrogram images 

using CNN. They also use the KNN ensembles classifier. First, 

they input an audio signal then make a spectrogram image and 

run it in the CNN model. they have used the DCASE-2017 ASC 

and the UrbanSound8K datasets, and show that the proposed 

CNN model achieves classification accuracies of 96.23% and 

86.70%, respectively. They also try different CNN models to 

compare. 

Chen et. al., (2019) The paper proposed dilated CNN model . 

the work mainly compares the result of using maxpooling & 

dilated CNN and finds out which gives the best accuracy. The 

dataset is not mentioned. They obtain an accuracy of 78% by 

using the proposed dilated CNN model. 

Zilong et. al., (2020 they proposed a 2- Order Dense 

Convolutional network to overcome the limitations of a single-

feature network. In this work, they use MFCC and GFCC for 

feature extraction. UrbanSound8K and Dcase2016 datasets are 

used. The experimental result shows that the accuracy of the 

network is respectively 84.83% and 85.17%, which has 

increased up to 13.81% and 7.07% compared with the baseline. 

Guo et. al. (2022) presented a recognition method based on 

multi-feature parameters and time–a frequency attention 

module. This paper works on the betterment of classifying the 

audios which have multi features in it. They use a two-

dimensional CNN model for this. And used ESC-10, ESC 50, 

and UrbanSound8K dataset for the work, The phase 

spectrogram is added to the input feature as the phase feature 

supplement of the Log-Mel spectrogram, which enhances the 

feature expression ability and improves the robustness and 

generalizability of the network. 

3. METHODOLOGY  

3.1 Dataset collection 
Urban sound 8k is a well-known dataset for urban sound 

classification which is available on the internet. 

3.2 Dataset Description 
The Urban Sound 8K dataset is a collection of 8,000 urban 

sound recordings, covering 10 different classes of sounds. 

These classes include air conditioning, car horn, children 

playing, dog bark, drilling, engine idling, gunshot, 

jackhammer, siren, and street music.The dataset was collected 

from field recordings made in avariety of urban environments, 

and each recording is one second long. 

3.3 Preprocessing Steps 

3.3.1 Librosa 
Librosa is a Python package for music and audio analysis. It 

provides the building blocks necessary to create music 

information retrieval systems [13]. In the context of urban 

sound classification, it can be used to extract features from 

audio recordings of city sounds, such as traffic noise, and then 

use those features to train a machine learning model for 

classifying new audio recordings. 

3.3.2  MFCC 
An MFCC is made up of a number of coefficients known as 

mel-frequency cepstral coefficients (MFCCs). They were 

created using an audio clip’s cepstral representation (a 

nonlinear “spectrum-of-a-spectrum”)[14]. The mel-frequency 

cepstrum (MFC) differs from the cepstrum in that the frequency 

bands are evenly spaced on the mel scale, which more closely 

resembles the response of the human auditory system than the 

linearly-spaced frequency bands used in the conventional 

spectrum. When used in audio compression, for instance, this 

frequency warping can improve the representation of sound and 

potentially lower the transmission bandwidth and storage needs 

of audio signals [15]. 

Feature extraction is a special form of reduction of the dataset. 

Using feature extraction techniques used for extracting specific 

features from the speech, these features carry the characteristics 

of the specific speech which are useful for Differentiating the 

different speech, so these features will play a major role in 

speech recognition [16]. 

Compressing a voice signal into streams of acoustic feature 

vectors, also known as speech feature vectors, is the first step 

in speech recognition. The idea of feature extraction is actually 

divided into two steps: first, the speech signal is transformed 

into feature vectors; second, the useful characteristics that are 

impervious to changes in the surroundings and speech variation 

are selected. In speech recognition systems, however, where 

accuracy has drastically declined in the case of their existence, 

changes in ambient variables and variances in speech are 

significant. The Mel Frequency Cepstral Coefficients (MFCC) 

features, which are the most popular and reliable due to their 

precise estimation of the speech parameters and effective 

computational model of speech, are unquestionably the most 

often utilized speech features.[17] 

3.4 Splitting into train and test data 
After the Feature extraction part the next step is to split the 

dataset into train and test data. Train data is for training the 

model and the test data is to check the performance of the 

model. In this research, 80% of the data are taken fortraining 

purposes.  

Table 3.1: The train and test data size 

Dataset TrainData TestData 

UrbanSound8k 6985 1747 

 

3.5 Model Building 
The purpose of this section is to introduce the Deep Learning 

models that were applied in this research. 
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Figure 3.1: The overview of the proposed method 

3.6 Artificial Neural Network (ANN) 
Artificial Neural Networks (ANN) are algorithms that simulate 

brain activity and are used to model complex patterns and make 

predictions about future events. 

The Artificial Neural Network (ANN) is a deep learning 

technique that was inspired by the idea of biological neural 

networks seen in the human brain.[18] 

An effort to mimic the functions of the human brain led to the 

creation of ANN. 

Although they are not exactly the same, ANN and biological 

neural networks have very similar workings. The ANN 

algorithm only takes structured and numeric data. 

3.6.1 Dense Layer 
A dense layer is a layer that is deeply connected with its 

preceding layer which means the neurons of the layer are 

connected to every neuron of its preceding layer.[19] 

The first dense layer which is receiving the input shape consists 

of 1000 nodes. Other dense layer consists of 750 nodes, 500 

nodes, 250 nodes, and 100 nodes respectively. In this five-

dense layer ‘ReLU’ has been used as an activation function. 

3.6.2 Dropout Layer 
Dropout is a regularization technique used to exacerbate the 

overfitting problem in neural networks. A significant portion of 

the neurons in a certain layer will be restricted during the 

preparation step. The layer is then forced to familiarize itself 

with the same concept using various neurons. This layer is 

turned off during the anticipation phase. The dropout rate for 

all of the ANN engineering layers was 30%.  

3.6.3 Output Layer: 
The output layer having activation function ‘softmax’ will 

consist of 10 nodes in our model that refer to the possible 

classification numbers. The model then predicts the choice with 

the highest probability. 

Figure 2 demonstrates the architecture of the Artificial Neural 

Network (ANN) model for our proposed system which 

represents the concrete view of the ANN model. We look at the 

architecture of CNN at a glance,which can be divided into the 

following steps: 

 
Figure 3.2: Block diagram of ANN model for our system 

3.7 Convolutional Neural Network (CNN) 
Convolutional neural network (CNN) is a subclass of deep 

neural networks in the field of deep learning. In a typical CNN, 

there is a series of various kind of layers that are combined in 

the overall architecture.[20] 

The training of a CNN requires different kinds of decisions that 

need to be taken in terms of both architectural patterns such as 

the number of convolution and pooling layers, input data 

format, filter dimension etc, as well as hyperparameters such as 

learning rate, dropout probability, number of epochs, batch 

size, etc.[21] 

Our CNN model is consisting of three Conv1D layers followed 

by one dense layer and ReLU is used as an activation function. 

The first Conv1D layer which is receiving the input shape 

consists of 500 filters, a kernel size of 5, and every Conv1D 

layer followed by the MaxPooling1D layer. The second 

Conv1D layer consists of 300 filters, a kernel of size 5, and the 

third Conv1D layer consists of 150 filters, a kernel of size 5. 

The dense layer used 150 nodes and dropout is 50% to reduce 

overfitting. The output layer having the activation function 

‘sigmoid’ will consist of 10 nodes in our model that refer to the 

possible classification numbers. 

3.8 Recurrent Neural Network (RNN) 
A feed-forward neural network with internal memory is 

referred to as a recurrent neural network. RNN is recurrent in 

nature as it performs the same function for every input of data 

while the output of the current input depends on the past 

computation. RNN is best suited for sequential data. It can 

handle arbitrary input/output lengths. RNN uses its internal 

memory to process arbitrary sequences of inputs. RNN has 

memory capabilities. It memorizes previous data. It considers 

the current input as well as the lessons it has learned from the 
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inputs it has previously received before reaching a decision. A 

feedback loop is created when the output from the previous step 

is used as the input for the next step. As a result, it uses the set 

of current input and the past state to determine its current state. 

The information loops around in this manner. 

In the RNN model, we used two SimpleRNN layers and a dense 

layer as an output layer. The SimpleRNN layer consists of 300 

nodes and 200 nodes respectively. 

3.9 LSTM plus GRU Combined Model 
A combined LSTM and GRU model is a deep learning model 

that utilizes both Long Short-term Memory (LSTM) and Gated 

Recurrent Unit (GRU) layers in its architecture. LSTM and 

GRU are both types of recurrent neural networks that are able 

to process sequential data such as time-series data or natural 

language [22]. 

LSTM and GRU have similar functionality, but they have 

different architectures and work slightly differently. LSTM 

networks have memory cells, input gates, output gates, and 

forget gates that allow them to selectively retain or discard 

information over time. On the other hand, GRU networks have 

update and reset gates that control the flow of information [23]. 

In a combined LSTM and GRU model, the LSTM layers are 

typically used to capture long-term dependencies in the data, 

while the GRU layers are used to capture short-term 

dependencies. The combination of these two types of layers 

allows the model to learn both long-term and short-term 

patterns in the data, making it more robust and accurate. 

The architecture of a combined LSTM and GRU model can 

vary depending on the specific task and dataset. Typically, the 

LSTM and GRU layers are stacked on top of each other and are 

followed by one or more dense layers for classification or 

regression. Dropout and other regularization techniques can 

also be added to prevent overfitting [24]. 

In the LSTM plus GRU model, we used one LSTM layer, one 

GRU layer, and one dense layer as an output layer. The first 

LSTM layer which is receiving the input shape consists of 128 

nodes and is followed by a GRU layer which consists of 64 

nodes. Reducing the overfitting dropout layer is used after 

LSTM and the dropout is 50%. After using the dropout layer a 

flatten layer has used. The output layer having the activation 

function ‘sigmoid’ will consist of 10 nodes in our model that 

refer to the possible classification numbers. 

3.10 Bi-LSTMplusBi-GRU Combined 

Model 
A bi-directional LSTM (Bi-LSTM) and bi-directional GRU 

(Bi-GRU) combined model is a deep learning model that 

utilizes both bi-directional Long Short-term Memory (Bi-

LSTM) and bi-directional Gated Recurrent Unit (Bi-GRU) 

layers in its architecture. 

A bi-directional RNN (BRNN) is a type of recurrent neural 

network (RNN) that processes the input sequence in both 

forward and backward directions. This allows the BRNN to 

capture information from the past and future context of a given 

input element. A bi-directional LSTM or a Bi-GRU, therefore, 

is a BRNN that uses LSTM or GRU units respectively [25]. 

In a bi-directional LSTM and bi-directional GRU combined 

model, the bi-directional LSTM layers are typically used to 

capture long-term dependencies in the data, while the bi-

directional GRU layers are used to capture short-term 

dependencies. The combination of these two types of layers 

allows the model to learn both long-term and short-term 

patterns in the data, making it more robust and accurate. 

The architecture of a bi-directional LSTM and bi-directional 

GRU combined model can vary depending on the specific task 

and dataset.Typically, the Bi-LSTM and Bi-GRU layers are 

stacked on top of each other and are followed by one or more 

dense layers for classification or regression. Dropout and other 

regularization techniques can also be added to prevent 

overfitting [26]. 

In a Bi-LSTM and Bi-GRU combined model, the input 

sequence is processed by both the layers in both forward and 

backward directions, leading to the model learning both past 

and future context for each element of the input sequence.It can 

be useful in tasks such as named entity recognition, sentiment 

analysis, and machine translation. 

In Bi-LSTM and Bi-GRU combined model, we have used one 

Bidirectional LSTM layer, one Bidirectional GRU layer, and 

one dense layer as an output layer. The first Bidirectional  

LSTM layer which is receiving the input shape consists of 128 

nodes and is followed by the Bidirectional GRU layer which 

consists of 64 nodes. Dropout is 50% to reduce overfitting. 

After using the dropout layer a flatten layer has used. The 

output layer having the activation function ‘softmax’ will 

consist of 10 nodes in our model that refers to the possible 

classification numbers. 

4. RESULT AND ANALYSIS 
Parameter tuning based on MFCC value in the proposed ANN 

model: 

Table 4.1: Results of different MFCC value 

MFCC 

Value 

Accuracy Precision Recall F1 score 

 

10 

20 

30 

40 

50 

60 

70 

80 

90 

100 

110 

120 

89.98 

94.10 

94.16 

94.56 

94.47 

94.73 

94.73 

95.13 

94.96 

95.30 

95.24 

95.47 

90 

94 

94 

94 

96 

95 

95 

96 

95 

95 

96 

96 

89 

93 

93 

95 

95 

94 

95 

94 

94 

95 

95 

95 

90 

94 

94 

94 

95 

95 

95 

95 

95 

95 

95 

95 

 

In this section, we have shown the result of ANN, CNN, RNN, 

LSTM plus GRU and Bi-LSTM plus Bi-GRU model 

performance on UrbanSound8k. Here are the accuracy, 



International Journal of Computer Applications (0975 – 8887) 

Volume 185 – No. 24, July 2023 

12 

Precision, Recall & F1 scores of all models using MFCC value 

120, and all models used 1000 epochs and 400 batch size. 

Table 4.2: Results of different models 

Models Results 

Accuracy Precision Recall F1 

score 

ANN 95 95 95 95 

CNN 93 93 93 93 

RNN 88 87 87 88 

LSTM 

plus GRU 

92 92 91 92 

Bi-LSTM 

plus Bi-

GRU 

93 94 93 93 

 

By this result table, we can say that based on our work ANN 

model perform the best in urban sound classification. 

4.1 Accuracy based on train test split value 
Table 4.3: Results based on train test split of different 

models. 

Models Results 

ANN CNN RNN LSTM 

plus 

GRU 

Bi-

LSTM 

plus 

Bi-

GRU 

60% - 

40% 

94.27 92.02 89.92 84.89 84.74 

70% - 

30% 

94.65 92.13 90.57 83.96 85.83 

80% - 

20% 

95.47 93.70 91.92 84.88 88.03 

90% - 

10% 

94.50 92.79 90.16 87.46 88.32 

 

4.2 Training and validation losses of the 

ANN model 
Figures 3 and 4 show that training and validation losses of the 

ANN model have decreased over time as epochs progressed 

 

Figure 4.1: Train accuracy and validation loss 

 

Figure 4.2: Train accuracy and validation accuracy 

4.3 Classification report on the ANN model 
In machine learning, a classification report is a performance 

evaluation metric. It is used to display the trained classification 

model's precision, recall, F1 Score, and support. 

Table 4.4: Classification report on the ANN model 

Class Name Precision Recall F1-Score 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

0.98 

0.97 

0.93 

0.95 

0.96 

0.98 

0.97 

0.95 

0.98 

0.89 

0.99 

0.93 

0.92 

0.94 

0.94 

0.98 

0.90 

0.96 

0.98 

0.9 

0.99 

0.95 

0.93 

0.94 

0.95 

0.98 

0.93 

0.96 

0.98 

0.92 
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Accuracy 

Macro avg 

Weighted avg 

0.95 

0.95 

0.95 

  

 

4.4 Confusion Matrix for ANN Model 
A confusion matrix is a table that is used to define the 

performance of a classification algorithm. A confusion matrix 

visualizes and summarizes the performance of a classification 

algorithm. 

 

Figure 4.3: Confusion Matrix for ANN Model 

5. CONCLUSION 
In conclusion, this study aimed to classify urban sounds using 

deep learning algorithms and the Urban Sound 8k dataset. The 

MFCC feature was extracted from the audio samples and used 

as input for the models. A total of five algorithms were tested, 

including ANN, CNN, RNN, LSTM, and B-iLSTM. The 

results showed that ANN had the highest accuracy of 95%, 

followed by CNN with 93.70% accuracy. RNN and LSTM had 

lower accuracies of 88%, and 87% respectively. We also tried 

LSTM plus GRU combined Model and Bi-LSTM plus Bi-GRU 

Combined model. These findings suggest that ANN is the most 

effective algorithm for urban sound classification, followed by 

CNN when using the MFCC feature. However, further research 

is needed to determine the optimal feature representation and 

the most suitable algorithm for this task under different 

circumstances. 
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