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ABSTRACT 

This paper presents an in-depth technical analysis and 

comparison of various machine learning models for predicting 

the occurrence of nephropathy in diabetic patients. The models 

evaluated in this study encompass a wide range of algorithms, 

including logistic regression, support vector machines, decision 

trees, random forest, naive Bayes, k-nearest neighbors, gradient 

boosting machines, and fully connected neural network. The 

performance of these models is evaluated using accuracy, 

precision, and recall metrics. The findings from this extensive 

evaluation provide valuable insights into the strengths and 

limitations of each model, facilitating informed decision-

making for selecting the most appropriate algorithm for 

predicting the occurrence of nephropathy in diabetic patients. 

The experimental results indicated that random forest exhibited 

an excellent performance whereas naive bayes algorithm 

performed poorly.   
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1. INTRODUCTION 
Nephropathy, also known as kidney disease has been known to 

affect over 10% of the global population, representing over 800 

mil- lion worldwide [14]. Aside other risk factors, diabetes is 

regarded as the most notable cause of end-stage nephropathy 

[21]. The dis- ease has a huge public health and socio-economic 

impact on both developed and developing countries. Timely 

diagnosis can expedite patients receiving better disease 

management and yield a higher chance of positive prognosis 

[12]. However, there are mostly limited or no visible symptoms 

in the early stages of the disease. This means patients fail to 

notice the disease, which can aggravate other organs and cause 

lasting damage in some cases [18]. The cost of treating 

nephropathy in general is high, and preventive measures must 

be taken to avoid getting to the end stage [18, 8]. 

Earlier research done as far back as 2013 used artificial neural 

net- work (ANN) to classify patient status to determine 

nephropathy. The classifiers were trained using data sampled 

from the University of Bari (Italy) over a period of 38 years and 

the assessment was done based on precision, recall and F-

measure [1]. ANN has proven to be an effective machine 

learning model for medical data analysis with the ability to map 

out non-linear relationships [13]. In recent times, machine 

learning, advanced data analytics and predictive modeling tools 

have been employed to improve the early detection of 

nephropathy in patients with some known clinical data [18, 19]. 

Risk factors attributed to kidney disease can be derived from 

patients’ vital statistics such as Body Mass Index (BMI), Blood 

Pressure (BP), age and urine protein levels, among others [17]. 

Machine Learning algorithms can be used in tandem with 

software systems to monitor and predict kidney diseases. Re- 

searchers have found out that using integrated models such as 

a combination of logistic regression and random forest could 

achieve an accuracy as high as 99.83% [18, 23]. 

A more effective and efficient mechanism is to use machine 

learning and comparative data mining techniques to predict the 

presence of early-stage nephropathy in patients using clinical 

data collected from patients in a hospital. In this paper, six (6) 

parameters that are some of the topmost risk factors in diabetic 

patients are considered while using machine learning models to 

forecast nephropathy in patients. The data was collected from 

the Ho Municipal Hospital in Ghana after a 5-month survey. 

Blood sugar is an important determinant in healthcare due to its 

direct relation with cardiovascular disease, obesity and kidney 

dis- ease [15]. The normal range for blood sugar in healthy 

individuals is between 3.9-5.6 mmol/L, beyond which a person 

is considered diabetic. Glycated haemoglobin/HbA1C is a 

simple test used to measure blood sugar over a period of 2-3 

months. It is a simple cost-effective test that has been regarded 

as the gold standard for diabetes diagnosis and management; 

with a normal range between 4.0-5.6% [5]. Data for individuals 

who are either smokers or non- smokers was also collected. 

Research indicates smoking as one of the risk factors of kidney 

disease. Evidence suggests that as much as 25 million diabetic 

patients worldwide have smoking alone as the main attributable 

causative factor [11, 4].The Body Mass Index (BMI) range for 

healthy individuals is between 18.5-24.9 kg/m2 with obese 

persons found in the range of 30-39.9 kg/m2. Studies have 

shown a correlation between obesity and chronic kidney 

disease using multivariable logistic regression, making BMI a 

key parameter for determining the presence of nephropathy [3]. 

Similar studies have shown that most of the risk factors that 

cause nephropathy are in elderly patients, usually over the ages 

of 45, with 1 in 7 adults globally having some form of 

nephropathy [7, 24]. 

Machine learning models can enhance a more proactive 

healthcare. Medical personnel can use these predictions to 

better manage patients by implanting preventive measures such 

as lifestyle changes or early treatment. These models can also 

empower patients by alerting them about their risks of 

developing nephropathy. This education enables them to make 
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more informed decisions and better self-care. By harnessing the 

power of data-driven techniques, this body of research seeks to 

enhance the predictive capacity of the occurrence of 

nephropathy in diabetic patients based on vital clinical 

parameters. 

In summary, the contributions of this work are: 

(1) Employ machine learning models to predict the 

occurrence of nephropathy in diabetic patients. The 

models considered include logistic regression, 

support vector machines, k-nearest neighbors, naive 

bayes, decision tree, random forest, gradient boosting 

machines and fully connected neural network. 

(2) Conduct extensive experiments to evaluate the 

effectiveness and efficiency of the models. 

The remaining parts of this paper are organized as follows. 

Section 3 presents the problem definition. Section 4 describes 

the various machine learning models considered. In Section 5, 

we provide a detailed description of the experimental setup and 

results. We then conclude our studies and future work in 

Section 6. 

2. RELATED WORK 
Existing research done in this field using Machine Learning 

(ML) algorithms focused on using the least subset of features 

from datasets obtained from the University of California, Irvine 

(UCI) data repository. The four ML algorithms used in the 

modeling stage are support vector machines (SVM), logistic 

regression (LR), gradient boosting (GB) and random forest 

(RF). These algorithms were modelled to assess the ability of 

the datasets to detect nephropathy in patients. At the end of the 

testing, all the models displayed a tremendous performance (> 

97%) for detecting nephropathy. The gradient booster 

displayed the highest accuracy of 99% [1]. Similar works using 

Python programming and the scikit-learn library has been 

employed to predict the presence of IgA nephropathy. In 

addition to SVM, RF and ANN, Gaussian Naïve Bayes 

Classifier and K-nearest neighbor classifiers were developed. 

Data was collected from the Wroclaw Medical University in 

Poland, focusing on patients with biopsy-proven 

Immunoglobulin A Nephropathy (IgAN) [13]. Due to the small 

amount of data used, it limits the effective use of ML on a wider 

scale. Researchers find the use of larger datasets a more 

efficient way of validating results of smaller datasets [1]. 

However, this research established that there is no such thing 

as “one effective model”, but rather a group of effective 

models. Furthermore, it was demonstrated that ML tools and 

techniques are capable of fishing out important data from a 

cluster of datasets for predicting the presence of nephropathy 

[18, 13, 19]. This is a continually evolving field, with 

researchers exploring new techniques to enhance the accuracy 

of predictions. A consolidation of contemporary research work 

done in this field supports ML as an important tool in healthcare 

to advance and sup- port nephropathy diagnostics. The choice 

of input data and the right model or combination of models 

have a direct correlation on the performance of the output [13]. 

3. PROBLEM STATEMENT 
Given a medical data 𝑿 = {𝒙𝟏, … , 𝒙𝒏} with 𝑵 samples, an 

output label 𝒚 = {𝟎, 𝟏} where 𝟏 means there is the occurrence of 

nephropathy while 𝟎 means otherwise. We employ a machine 

learning model 𝒇(𝑿) to the data 𝑿 to predict whether there is the 

occurrence of nephropathy (𝒚 = 𝟏) or not (𝒚 = 𝟎). 

4. METHODOLOGY 
In this section, we first provide a brief description of the 

following machine learning models: random forest, decision 

tree, sup- port vector machines, naive bayes, logistic 

regression, fully connected neural network, k-nearest neighbors 

and gradient boosting machines. Then, we present the approach 

considered for predicting the occurrence of nephropathy in 

diabetic patients. 

4.1 Random Forest 
Random forest is an ensemble learning method that consists of 

a collection of decision trees. Each tree is built based on a 

distinctive arbitrary subset of the input features, and the 

ultimate prediction of the ensemble is the majority vote among 

the trees [2]. In addition, each tree plays the part of performing 

a “nonlinear mapping from complex input spaces into 

continuous output spaces’ [10]. The non- linearity is 

accomplished by partitioning up the initial problem into a 

miniature one that can be solved with less complex models 

[10]. Overfitting is more likely to occur for a single standard 

decision tree whereas an ensemble of randomly trained trees 

possesses high generalization power. Random Forests are 

especially practical for the current study as they have great 

classification performance and can be used for multi-label and 

binary classification. 

4.2 Decision Tree 
Decision Tree is a non-parametric supervised learning model 

that learns decision rules from the input data to make 

predictions or classify instances. The algorithm builds a tree-

like model of decisions and their possible consequences, where 

each internal node represents a feature or attribute, each branch 

represents a decision rule, and each leaf node represents a class 

label or a predicted value. The key steps of the decision tree 

algorithm is summarized as follows: attribute selection, 

splitting data into subsets recursively until a certain stopping 

criteria is reached, assigning a class label or a predicted value 

to each leaf node based on the majority class and finally 

pruning to avoid overfitting [20]. 

 

Fig. 1. Flow chart for predicting the occurrence of nephropathy in diabetic patients 

4.3 Support Vector Machines 
Support vector machines (SVM) is an extremely effective 

algorithm for classification problems. SVMs possess 

computational advantages and a good generalization 

performance. A noteworthy characteristic of SVM is that it is 

absolutely insensitive to the comparative number of data points 

in each class, since it does not try to curtail the error rate [25]. 



International Journal of Computer Applications (0975 – 8887) 

Volume 185 – No. 24, July 2023 

40 

VMs work by finding a hyperplane that isolates the information 

sample data such that it is divided into two classes. The selected 

hyperplane is one in which the distance between the hyperplane 

and the closest data points on either side is maximized [25]. 

This maximizes the edge of division between the two classes, 

thus improving the precision of the model. SVM is a competent 

algorithm that can be utilized to solve an assortment of 

classification problems, hence its use in this work. 

4.4 Naive Bayes 
The Naive Bayes algorithm is a machine learning algorithm 

commonly used in classification tasks. It assumes that the 

characteristics in the data set follow a Gaussian (normal) 

distribution and assumes independence of the characteristics. 

Applying Bayes’ theorem, the algorithm calculates the 

probability of a given class identifier for a set of features [16]. 

It achieves this by estimating the mean and variance of each 

feature for each class of training data. In the prediction phase, 

the algorithm uses these estimates to calculate the probability 

of a given class identifier for a new case [16]. Naive Bayes is 

efficient and works well under the assumption of feature 

independence, making it a popular choice for text classification 

and other areas where that assumption is feasible. 

4.5 Logistic Regression 
Logistic regression is a machine learning algorithm that is used 

for classification tasks. The algorithm estimates the 

probabilities of an instance belonging to each class using the 

SoftMax function, which guarantees that the predicted 

probabilities sum up to one. By com- paring these probabilities, 

the algorithm assigns the instance to the class with the highest 

probability. In other words, it utilizes a decision boundary to 

assign the most likely class label based on the highest predicted 

probability. 

4.6 Fully Connected Neural Network 
Fully Connected Neural Network (FCNN) are typically used 

for ap- plications in which there are unknown relationships 

between input and output variables, making them a formidable 

and flexible modelling tool for predictive purposes. A neural 

network is a sequence of nodes/neurons. Each node comprises 

a set of inputs, weight, and a bias value. The weights are the 

parameters in an FCNN that trans- form input data within the 

network’s hidden layers. The operation of the FCNN is an 

iterative process that consists of an input arriving at the node, 

and then it is multiplied by a weight value. The weighted inputs 

are summed at the processing component. If the sum crosses a 

threshold value, it goes as input to other neurons passes out as 

an output from the model. FCNN makes use of an activation 

function, a transfer function that is used to decide whether a 

neuron is activated or not or to achieve the target output for the 

problem. 

4.7 K-Nearest Neighbors 
K-nearest neighbors’ algorithm (KNN) is a non-parametric 

method used for classification. The k-nearest neighbor is used 

to establish the category of test data points according to K-

neighboring samples. The so-called adjacent sample is the K 

samples closest to it in the initial data, which are computed by 

calculating the Euclidean distance between them and all known 

data points [6]. The K ad- jacent data points with the smallest 

distance from the sample to be tested are selected to confirm 

the proportion of each category in these K data points. The 

category with the highest proportion is used as the prediction 

classification of this sample. 

4.8 Gradient Boosting Machines (GBoost) 
GBoost is an algorithm that is extensively used due to its 

efficacy. It is an ensemble learning algorithm because it learns 

while adding a sequence of weak learner decision trees 

additively so that the loss function decreases steadily, thus 

minimizing the prediction errors of the weak learners [9]. It 

possesses a fast training speed, high efficiency, supports 

parallel learning, and can handle large-scale data [9]. The 

gradient-boosting model consists of an ensemble of weak 

learners. As previously mentioned, the GBoost algorithm is 

highly effective in modeling intricate, nonlinear relationships 

and in handling high-dimensional data as in the case of 

Electronic Health Records (EHRs). It was selected for use in 

this study because its use is well entrenched in the medical 

literature [22]. Additionally, its flexibility allows us to make 

explicit comparisons between it and other models used in this 

work. 

4.9 System Overview 
Figure 1 provides a high-level description of the steps involved 

in predicting the occurrence of nephropathy. The raw input data 

is first cleaned to remove missing values and outliers. A data 

trans- formation technique is applied to scale the data values in 

a specified range. The preprocessed data is split into training 

and testing set using sklearn’s train test split() library. The 

training set is employed to train each of the eight machine 

learning models considered in   this work. The testing set is 

used to evaluate the prediction performance of the models 

based on some evaluation metrics. The models predict whether 

a diabetic patient will have complications due to diabetes or 

not. 

5. EXPERIMENTAL STUDY 
In this section, we provide the details of our experiment and 

analyze our results. 

5.1 Dataset Description 
The data was collected from the Ho Municipal Hospital in 

Ghana after a 5-month survey. The data comprises five features 

and over 3000 samples. The binary class label is the occurrence 

of nephropathy which indicates whether a diabetic patient will 

experience nephropathy or not. The features are briefly 

described below: 

(1) Body Mass Index (BMI): BMI is a measure of body fat 

based on an individual’s weight and height. It is calculated 

by dividing the weight in kilograms by the square of the 

height in meters. The BMI parameter in the dataset 

provides valuable insights into the patients’ overall body 

composition, which is known to influence nephropathy 

risk. 

(2) Age: It represents the age of each patient in years. Age is 

a crucial factor that contributes to the development of 

various dis- eases, including nephropathy. Understanding 

how age interacts with other parameters can help identify 

at-risk individuals. 

(3) Fasting Blood Glucose (mmol/L): Fasting blood glucose 

levels were measured after an overnight fast and are 

reported in millimoles per liter (mmol/L). Elevated blood 

glucose levels are a hallmark of diabetes and are known to 

contribute to the development and progression of 

nephropathy. 

(4) Smoking History: This categorical parameter captures the 

smoking habits of the patients, with values indicating 

whether a patient is a smoker (yes) or a non-smoker (no). 

Smoking is a well-established risk factor for the 
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progression of nephropathy in individuals with diabetes. 

(5) Glycated Haemoglobin: Glycated haemoglobin, often 

referred to as HbA1c, represents the average blood 

glucose levels over a prolonged period. It is expressed as 

a percentage. High HbA1c levels indicate poor glucose 

control and are associated with an 

5.2 Simulation Details 
We preprocessed the data to remove missing values and 

outliers. The data was normalized to ensure that all parameters 

lie within a similar scale. The data was split into training set 

and testing set. 70% of the data samples were used to train the 

models and 30% for testing. We run the experiment 20 times 

and computed the average to guarantee consistent results. 

5.3 Hyperparameter Settings 
To ensure simplicity and a fair comparison of models, we used 

the default hyperparameter values for all models. 

5.4 Evaluation Metrics 
We evaluated the performance of all the models based on their 

ac- curacy, precision, and recall values. The mathematical 

representation of these metrics are shown below: 

 

Fig. 2. Performance evaluation of models 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
T P +  T N

T P +  T N +  FP +  FN
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
T P

T P +  FP
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
T P

T P +  FN
 

where T P, T N, FP, FN represent true positive, true negative, 

false positive and false negative respectively. 

Table 1. Performance evaluation of models. 

Logistic Regression 0.9824 0.9786 0.9927 

Support Vector Machines 0.9802 0.9769 0.9909 

Decision Trees 0.9846 0.9840 0.9910 

Random Forest 0.9901 0.9893 0.9946 

Naive Bayes 0.8265 0.7193 0.7283 

K-Nearest Neighbors 0.9846 0.9804 0.9945 

Gradient Boosting 0.9846 0.9858 0.9893 

Machines Neural 

Network 

0.9879 0.9840 0.9964 

5.5 Results and Discussions 
Figure 2 and Table 1 present the performance of Logistic 

Regression, Support Vector Machines, Decision Trees, 

Random Forest, Naive Bayes, K-Nearest Neighbors, Gradient 

Boosting Machines, and Fully Connected Neural Network 

based on their accuracy, precision and recall. Random Forest 

achieved the highest accuracy of 0.9901 and highest precision 

of 0.9893 whereas Neural Network has the highest recall of 

0.9964. It implies that Random Forest is capable of capturing 

the non-linear relationship in the data. Also, it exhibits an 

excellent prediction of the occurrence of nephropathy in 

diabetic patients. Naive Bayes has the least accuracy of 0.8265, 

precision of 0.7193, and recall of 0.7283. Naive Bayes 

performed poorly because of its underlying assumption of 

independent predictors. This assumption limits its performance 

since we considered a real medical data in this work which 

contains dependent predictors. With the exception of Naive 

Bayes, all models have a precision value above 0.9500 which 

means the models are able to correctly classify positive 

instances. Similarly, the recall values are above 0.9500 which 

indicates that there were few false negatives and therefore, the 

models are reliable in terms of classifying the occurrence of 

nephropathy. 

 

Fig. 3. Feature importance 

We also analyzed the importance of each attribute in predicting 

the occurrence of nephropathy using mean decrease in impurity 

(MDI). Figure 3 indicates that blood sugar contributes the most 

in predicting whether a patient will experience nephropathy or 

not whereas smoking contributes the least. 

5.6 Runtime Analysis 
All experiments are run on the same machine with windows 10 

operating system, 2.40GHz processing speed, 12 CPU cores 

and 16GB RAM. Table 2 shows the runtime of all the models. 

Naive Bayes model is the most efficient with a runtime of 0.01s 

whereas Neural Network is the least efficient with a runtime of 

4.32s. Similarly, K-Nearest Neighbors is less efficient with a 

runtime of 3.32s. Also, Decision Trees, Support Vector 

Machines and Logistic Regression have an impressive efficient 

runtime. Random forest and Gradient Boosting Machines have 

comparable runtime of 0.77s and 0.34s respectively. 
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Table 2. Runtime of models 

 Runtime (s) 

Logistic Regression 0.22 

Support Vector Machines 0.02 

Decision Trees 0.02 

Random Forest 0.77 

Naive Bayes 0.01 

K-Nearest Neighbors 3.32 

Gradient Boosting 

Machines 

0.34 

Neural Network 4.32 

6. CONCLUSION 
In this paper, we presented a detailed analysis of the prediction 

performance and time efficiency of various machine learning 

models. We investigated the performance of the models for 

predicting the occurrence of nephropathy in diabetic patients. 

The models considered include Logistic Regression, Support 

Vector Machines, Decision Trees, Random Forest, Naive 

Bayes, K-Nearest Neighbors, Gradient Boosting Machines and 

Fully Connected Neural Network. Our extensive 

experimentation demonstrated that Random Forest algorithm 

achieves the highest performance with regards to predicting the 

occurrence of nephropathy whereas Naive Bayes performed 

poorly. Also, Naive Bayes, Support Vector Machines and 

Decision Trees attained the fastest time. Therefore, these 

models can be employed in the medical field to accurately 

predict the occurrence of nephropathy in diabetic patients. This 

will enable medical practitioners to take appropriate measures 

and make informed decisions in order to curtail this issue. 

Further investigations and experimentation with larger datasets 

and different evaluation metrics can enhance our understanding 

of these models’ capabilities in predicting the occurrence of 

nephropathy. 
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