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ABSTRACT 

The application of big data analytics and related technologies 

like the Internet of Things (IoT) facilitates user intentions and 

behaviours as well as operational decision-making. Security is 

the major concern in the application of big data analytics to 

protect the system and secure the information as well as the data 

being handled. Conventional security techniques have become 

inefficient in terms of processing and identifying network 

threats in a reasonable amount of time. To deal with this 

problem, a unique Chi-Square Detective Ensembled Cardinal 

Gradient Bootstrap Aggregating Classifier based Secured Data 

Communication (CSDECGBAC-SDC) model with improved 

accuracy and lower time complexity is introduced. The 

CSDECGBAC-SDC model's core functions for enhancing 

security include user registration, data collection, and data 

communication. During the registration process, the user's 

information is initially registered. Following that, the 

CSDECGBAC-SDC model collects data from the enrolled 

user. The Chi-Square Detective Ensembled Cardinal Gradient 

Bootstrap Aggregating Classifier is used in the CSDECGBAC-

SDC Model to accomplish user authentication for anyone who 

want to access the data. For detecting the authorized user, the 

ensemble technique uses a group of weak learners as a Tversky 

Indexive Chi-square automatic interaction detection decision 

tree. The weak learner results are combined. Finally, cardinal 

voting is applied to find the majority vote in data classification 

by using the gradient ascent function.  This in turn helps to 

improve secured data communication. Experimental evaluation 

is carried out on factors such as classification accuracy, error 

rate, and classification time with respect to a number of users. 

The results indicate that the CSDECGBAC-SDC model 

effectively improves the classification accuracy with minimum 

error rate and classification time than the conventional 

approaches.  
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1. INTRODUCTION 
IoT enables devices in a smart environment to communicate 

with each other. The extensive usage of IoT technology is 

employed for data acquisition. In addition, these devices are 

used in a variety of applications that are connected to the IoT 

network controlled remotely. Different factors need to be taken 

for IoT security solutions. Due to the large capability made 

available by big data technologies that enable user information 

transmitted securely through all communications. When the 

information is transmitted without authentication, adversaries 

are given the chance to break the privacy of the owner. 

Therefore, big data technologies consist of secure transmission 

of data by using machine learning techniques [1].  

Homomorphic Block-Ring Security System (HBRSS) was 

designed in [2] for the security of data communication. But the 

access control method was not applied to improve the security 

level. A lightweight multi-factor authentication and 

authorization scheme in IoT cloud-based environment 

(LMAAS-IoT) was developed [3]. However, the IoT-based 

promising security solutions were not obtained.  

A deep learning model was introduced in [4] for enhancing IoT 

security. But it failed to solve the challenges of improving the 

secure transmission of a big volume of data.  A novel security 

risk analysis method was introduced in [5] for Big Data 

environments. However, it failed to apply the learning system 

in the cloud environment for security risk analysis. 

Information Security Monitoring and Management scheme was 

developed in [6] with large Data for IoT Environment. But the 

access control algorithm was not applied for improving the 

security level by implementing the large volume of data. The 

network security and protection approach was introduced in [7] 

for big data. But it failed to design a network security system 

that accomplishes all big data requirements.   

A Secure Authentication and Data Sharing in Cloud (SADS-

Cloud) enabled Big Data Environment was introduced in [8]. 

But, the complexity of data sharing was not reduced by 

applying SADS-Cloud architecture. A hybrid unauthorized 

data handling (HUDH) method was introduced in [9] for big 

data in cloud computing. But the effective learning technique 

was not applied to further improve the security of big data 

handling. A data transmission technique was designed in [10] 

to provide secure communication of IoT infrastructure. The 

designed technique failed to increase the complexity of device-

to-device communication in IoT infrastructure.  

A flexible and efficient authentication method was introduced 

in [11] for heterogeneous IoT devices to provide security and 

privacy with better storage and computational ability. But the 

designed authentication method failed to provide better 

security to a system with communications between the IoT 

devices to further increase the transmission efficiency.  

1.1 Major Contributions  
In order to overcome the existing issues, a novel 

CSDECGBAC-SDC model is developed with the following 

contribution, 
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o A novel CSDECGBAC-SDC model is introduced to 

increase secure big data communication with minimum 

time consumption.  

o First, the CSDECGBAC-SDC model is applied to 

accurately classify the authorized user and unauthorized 

during big data communication for enhancing security. 

The CSDECGBAC-SDC model uses the Chi-Square 

Detective Ensembled Cardinal Gradient Bootstrap 

Aggregating technique to categorize the authorized and 

unauthorized users based on the Tversky similarity index. 

After the classification using weak learners, the strong 

results are obtained by applying the cardinal voting 

scheme. Then apply the gradient ascent function to find 

the majority votes of classification results. In this way, 

authorized users are identified for secure data 

communication.  

o  An extensive experiment is carried out to estimate the 

performance of the CSDECGBAC-SDC model and other 

related works. The obtained result reveals that our 

proposed, CSDECGBAC-SDC model provides 

improved performance in terms of accuracy, error rate, 

and time.  

1.2 Organization of the Paper  

The rest of the paper is arranged into different sections as 

follows. Section 2 discusses the related works. Section 3 

describes the process of the proposed CSDECGBAC-SDC 

technique with a neat architecture diagram.   Section 4 presents 

the experimentation with the dataset description. In section 5, 

the performance results of the proposed technique and 

conventional methods are discussed. At last, Section 6 

concludes the paper. 

2. RELATED WORKS 
A lightweight smartcard-based secure authentication (LS-

BSA) method was developed in [12] for proving the security 

and minimizing the computation and communication costs. 

However, the IoT-based big data forensic system was not 

designed.   A trusted collaborative framework was developed 

in [13] for AI-enabled IoTs, computation security, and 

transmission security. But the security level was not improved 

by the big data security access control algorithm. 

A novel lightweight authentication method was introduced in 

[14] for a cloud-based IoT environment. But the accurate 

authentication was not performed with minimum time 

consumption.   A new authentication method was designed in 

[15] for IoT Environments to achieve a high-security level and 

minimum computation cost. However, the method was not 

improved the security level with big data applications.  

A three-factor authentication framework was developed in [16] 

for IoT-driven security analysis. But it failed to investigate a 

more refined approach for improving IoT security by applying 

the learning techniques. Secure lightweight authentication and 

key agreement protocol were designed in [17] for healthcare 

applications. But the optimal experimental designs, evaluation, 

big data handling were not considered.  

A smart healthcare system was designed in [18] based on edge 

computing architecture for maintaining the privacy of patient 

data. But, the time complexity of authorized and unauthorized 

detection was not minimized. A secure and lightweight 

mechanism was designed in [19] for ensuring the security of 

device-to-device message transmission for the IoT-cloud 

system. The designed mechanism failed to preserve the 

message authentication.  

A share generation model was introduced in [20] for enhancing 

the privacy of healthcare data among individuals. However, the 

designed model was not used for various applications in cloud 

data security. Efficient data distribution and secure data 

transmission were performed in [21] based on IoT. However, 

an effective learning system was not implemented to improve 

secure data transmission.  

3. PROPOSED WORK 
The Internet of Things (IoT) has become a significant 

technology that connects a large number of sensor devices to 

collect data based on the applications. Communications in IoT 

environments are carried out on wireless channels that are 

susceptible to various unauthorized access [22]. IoT devices 

generated enormous data stored that are accumulated into a 

storage server and shared between the users. The processing of 

secure data communication is a significant problem for the 

development of real-time analysis.  Therefore, an efficient 

technique called the CSDECGBAC-SDC model is introduced 

to perform secure big data communication based on the 

ensemble learning technique.  

Cloud User with 
IoT

Cloud Server

Chi-Square Interact 
Detective Ensembled 

Bootstrap Aggregating
User authentication

Find authorized and 
unauthorized user

Secured Data Communication

Register

 

Fig.1: Architecture of the Proposed Cloud-Enabled 

CSDECGBAC-SDC Technique 

Figure 1 illustrates the cloud-enabled CSDECGBAC-SDC 

technique used for secured big data communication. The 

architecture model comprises a number of cloud users ‘𝐶𝑈 =
𝐶𝑈1, 𝐶𝑈2, … , 𝐶𝑈𝑛’ wants to store their big data ‘𝐷 =
𝐷1, 𝐷2, … . , 𝐷𝑛’ to a cloud server.  First, the cloud user registers 

their details to the cloud server.   The user wants to store their 

data on the cloud server. Whenever the user wants to access the 

data, they first verify their authenticity. Based on the user 

authentication, the cloud server finds the authorized or 

unauthorized user using the Chi-Square Interact Detective 

Ensembled Bootstrap Aggregating technique. The server 

permits the data to the authorized user and denied access to 

unauthorized users.  The different process of the proposed 

CSDECGBAC-SDC technique is explained in the following 

subsections. 

3.1 Registration  
The proposed CSDECGBAC-SDC technique starts to perform 

the registration process before storing the big data into the 

cloud server. When the users want to store their data on the 

server, they first need to perform the registration. During the 

registration step, the user enters their personal information like 

the name, date of birth, age, gender, mobile number, and so on. 

The user’s information’s collected from the corresponding IoT 

is stored in the cloud server.     
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Fig. 2: Registration Process Flow   

Figure 2 exhibits the registration process. First, the users enter 

their personal information and the data collected from the IoT. 

Let us consider the MHEALTH (Mobile HEALTH) dataset 

consisting of body motion and vital indications recordings for 

ten subjects while performing varieties of physical activities. 

Sensors (i.e. IoT) devices placed on the subject's chest, right 

wrist, and left ankle are employed to determine the activity 

experienced by various body parts of the subjects, namely, 

acceleration, rate of turn, and magnetic field orientation. The 

collected data are sent to the cloud server for further processing.    

3.2 Chi-Square Interact Detective 

Ensembled Bootstrap Aggregating 

technique based user authentication  
After the registration, the proposed CSDECGBAC-SDC 

technique performs the data collection at the cloud server by 

verifying the user authenticity. The authenticity of the user is 

identified by applying a Chi-Square Interact Detective 

Ensembled Bootstrap Aggregating technique. Bootstrap 

aggregating also termed bagging is a machine learning 

ensemble technique designed to improve the stability and 

accuracy of machine learning algorithms in statistical 

classification.  The main aim of weak learners is combined to 

make a strong learner that attains better performance than a 

single one.  

Weak Learner-1 Weak Learner-2 Weak Learner-k

INPUT

Results Results Results

Obtain Final Classification Results

Voting

 
Fig. 3: Structure of the Chi-Square Interact Detective 

Ensembled Bootstrap Aggregating Technique 

Figure 3 demonstrates the Chi-Square Interact Detective 

Ensembled Bootstrap Aggregating technique for accurate 

classification. The Ensemble technique consists of training sets 

{𝑥𝑖 , 𝑌 } where 𝑥𝑖 denotes an input sample (i.e. cloud users) and 

‘𝑌‘represents  an ensemble classification results. The 

Ensembled Bootstrap Aggregating classifier initially constructs 

a ‘𝑘’ set of weak learners { 𝑤1, 𝑤2, 𝑤3, … . 𝑤𝑘}. Here, the Chi-

Square Interact Detective Decision Tree is used as a weak 

learner to categorize the cloud users as authorized or 

unauthorized. Tversky Indexive Chi-square automatic 

interaction detection decision tree is a classification tree is in 

which each internal (non-leaf) node is labeled with input. The 

arcs coming from a root node are connected to the leaf of the 

tree that the data set has been classified by the tree into either a 

specific class. 

If 
(Similarity Coefficient=1)

YES NO

Authorized User Unauthorized User

 

Fig. 4: Tversky Indexive Chi-square Automatic 

Interaction Detection Decision Tree  

Figure 4 demonstrates the Chi-square automatic interaction 

detection decision tree that classifies the user into authorized or 

unauthorized. The proposed Chi-square automatic interaction 

detection decision tree uses a Tversky similarity index. The 

Tversky similarity index is used to measure the correlation 

between the two variables (i.e. receiver ID and registered ID) 

is measured as given below,     

             𝑆𝐼 =
𝑅𝐼𝐷  ∩ 𝑅𝑒𝑔𝐼𝐷

 𝑃 (𝑅𝐼𝐷 ∆ 𝑅𝑒𝑔𝐼𝐷)+ 𝑄 (𝑅𝐼𝐷  ∩ 𝑅𝑒𝑔𝐼𝐷)
                         (1) 

Where,  𝑆𝐼 indicates a Tversky similarity coefficient, 𝑅𝐼𝐷 

denotes received ID, 𝑅𝑒𝑔𝐼𝐷 indicates a registered ID, 𝑅𝐼𝐷 ∩
 𝑅𝑒𝑔𝐼𝐷  indicates a mutual dependence between the received 

ID and registered ID, 𝑅𝐼𝐷 ∆ 𝑅𝑒𝑔𝐼𝐷  indicates a variance 

between the received ID and registered ID. From (1),  𝑃 and  𝑄 

represent parameters of the Tversky index (𝑃, 𝑄 ≥ 0). The 

similarity coefficient ( 𝑆𝐼) provides the resultant value between 

[0, 1]. Based on the similarity, the Authorized and unauthorized 

users are correctly identified.  

𝑆𝐼 = {
𝑖𝑓[𝑆𝐼 = 1]  ;  𝐴𝑢𝑡ℎ𝑜𝑟𝑖𝑧𝑒𝑑 𝑢𝑠𝑒𝑟

𝑖𝑓[𝑆𝐼 = 0]  ;  𝑈𝑛𝑢𝑡ℎ𝑜𝑟𝑖𝑧𝑒𝑑 𝑢𝑠𝑒𝑟
               (2) 

Where, if the two IDs get matched, the user is said to be 

authorized. Otherwise, the user is said to be an unauthorized 

user. In this way, the weak learner classifies the user into 

different classes.  

The weak learner results have some training errors in the 

output. In order to get strong classification results, the 

classification results of weak learners are combined.   

                    𝑌 = ∑ 𝑤𝑖
𝑘
𝑖=1                                                         (3) 

Where, 𝑌 designates the output of strong classification 

results, 𝑤𝑖 indicates an output of the weak learners. For each 

weak learner, the training error is computed based on the 

squared difference between the actual classification results and 

observed classification results.  The error rate is measured as 
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given below,  

                                        𝐸𝑟 = [𝑅𝐴 − 𝑅𝑜]2                               (4) 

Where, 𝐸𝑟 represents the error after the classification, 𝑅𝐴 

represents the actual output,𝑅𝑜  symbolizes the observed 

results. By applying the cardinal voting scheme, the weak 

learner results are rated based on the preference order according 

to the error value.  

Table 1. Example of Cardinal Voting Based on Weak 

learner's Arrangement 

Weak Learners Preference Order 

𝒘𝟏 First 

𝒘𝟑 Second 

𝒘𝟒 Third 

𝒘𝟐 Fourth 

Table 1 shows the order of the weak learners based on the error 

value. The weak learner ‘𝑤1’ rated in the order of the first 

position. It means that the weak learner ‘𝑤1’ has minimum 

error among the other weak learner. Likewise, the weak 

learners are ordered second, three, four according to the error 

value. After the rating process, the votes are registered to find 

accurate classification results that have minimum errors.  The 

strong classification results are obtained by finding the majority 

votes based on finding the local maximum of that function. This 

process is then called gradient ascent.   

                                      𝑌 = arg max
𝑏

 𝑅 (𝑤𝑖)                        (5) 

Where  𝑌 represents the strong classification results, 𝑎𝑟𝑔 𝑚𝑎𝑥 

indicates an argument of the maximum function (i.e. gradient 

ascent) to find out the majority vote (𝑅) of the classification 

result whose decision is known to the kthclassifier. In this way, 

accurate classification results are obtained.  

Algorithm 1 describes the step-by-step process of secure data 

communication using the Chi-Square Detective Ensembled 

Cardinal Gradient Bootstrap Aggregating technique. In the 

registration phase, the user sends their details to the server. 

Accordingly, the server generates a successfully registered 

message for the registered user.  Then the user stores the details 

collected from the IoT.  The user wants to access the data from 

the server.  The cloud server first verifies the authenticity of the 

user using the Tversky similarity coefficient. The similarity 

returns ‘+1’ and then the user is said to be authorized. 

Otherwise, the user is said to be unauthorized. Finally, the 

cloud server provides the data to the authorized user. 

Otherwise, the cloud server denied the data to unauthorized 

users. In this way, secure data transmission between server and 

user is performed.   

Algorithm 1. Chi-Square Detective Ensembled Cardinal 

Gradient Bootstrap Aggregating Classifier based Secured 

Data Communication  

Input:   Dataset ‘𝑫𝑺’, IoT device ‘𝑺 = 𝑺𝟏, 𝑺𝟐, … , 𝑺𝒏’  

             Cloud user’s ‘𝑪𝑼 = 𝑪𝑼𝟏, 𝑪𝑼𝟐, … , 𝑪𝑼𝒏’ 

             Big data ‘𝑫 = 𝑫𝟏, 𝑫𝟐, … . , 𝑫𝒏’ 

             Cloud server ‘𝑪𝑺’ 

Output: Secured Data Communication  

 Begin 

1. For each user ‘𝑪𝑼’ 

2.   Enter the details to ‘𝑪𝑺’ 

3.   Enter the details to ‘𝑪𝑺’ 

4. Store the details collected from IoT 

5.  End for 

6.  𝑪𝑺 generates the successfully registered message  

7.  For each user ‘𝑪𝑼’ 

8.      Collect the data from ‘𝑪𝑺’ 

9.      𝑪𝑺   validate the user detail   

10.    Apply ensemble technique  

11.     Construct ‘k’ number of weak learners  

12.       Construct the decision tree 

13.          Measure the similarity   ‘𝑺𝑰’ 

14.   𝒊𝒇 (𝑺𝑰 = +𝟏)  then  

15.     The cloud user is  said to be an authorized user 

16.       Perform secure data communication  

17.  else  

18.  cloud user is said to be an unauthorized user 

19.  No data communication between cloud users 

20.  End if 

21.   End for 

End 

4. EXPERIMENTAL SETUP 
Experimental evaluation of the proposed CSDECGBAC-SDC 

method and the existing HBRSS [1] LMAAS-IoT [2] is 

implemented in the Java language via CloudSim simulation.  In 

order to experiment, secure big data communication between 

the cloud users was performed using the MHealth dataset 

collected from 

https://www.kaggle.com/datasets/gaurav2022/mobile-health. 

The dataset consists of 14 attributes and 12,15,745 instances. 

The main aim of the dataset is to record several physical 

activities for ten volunteers of diverse profiles.  The ten 

volunteers generate many data (i.e. instances) and these data 

are communicated to the authorized entity.   

Table 2. Attributes Description 

S. No 
Attrib- 

utes 
Description 

1 alx Acceleration from left-ankle sensor (X axis) 

2 aly Acceleration from left-ankle sensor (Y axis) 

3 alz Acceleration from left-ankle sensor (Z axis) 

4 glx Gyro from the left-ankle sensor (X axis) 

5 gly Gyro from the left-ankle sensor (Y axis) 

6 glz Gyro from the left-ankle sensor (Z axis) 

7 arx Acceleration from right-ankle sensor (X axis) 

8 ary Acceleration from right-ankle sensor (Y axis) 

9 arz Acceleration from right-ankle sensor (Z axis) 

10 grx Gyro from the right-ankle sensor (X axis) 

11 gry Gyro from the right-ankle sensor (Y axis) 

12 grz Gyro from the right-ankle sensor (Z axis) 

13 Activity Corresponding activity 

14 Subject Volunteer subjects (1 – 9) 

5. RESULTS AND DISCUSSIONS 
In this section, the performance of the proposed 

https://www.kaggle.com/datasets/gaurav2022/mobile-health
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CSDECGBAC-SDC method and the existing HBRSS [1] 

LMAAS-IoT [2] are discussed. The performance of the 

proposed CSDECGBAC-SDC method is analyzed based on the 

following parameters as Classification Accuracy, error rate, 

and Classification time. The performance of these parameters 

is analyzed with the help of a table and graphical 

representation.  

5.1 Impact of Classification Accuracy  
Classification accuracy is measured as the ratio of the number 

of cloud users that are accurately classified as authorized or 

unauthorized for secure data communication. This 

classification accuracy is formulated as follows,  

                                  𝐶𝐴 = [∑
𝐶𝑈𝐴𝐶

𝐶𝑈𝑖

𝑛
𝑖=1 ] ∗ 100                      (6) 

From the above equation (6), the classification accuracy ‘𝐶𝐴’ 

is measured based on the number of cloud users accurately 

classified𝐶𝑈𝐴𝐶, 𝐶𝑈𝑖 denotes the number of cloud users in the 

simulation. It is measured in terms of percentage (%).    

Table 3. Classification Accuracy 

Nu 
Number 

of Cloud 

Users  

Classification accuracy (%)  

CSDECGBAC-

SDC 
HBRSS 

LMAAS-

IoT 

10000 99.1 98.1 97 

20000 98.6 96.5 94.5 

30000 97.83 94.03 91.73 

40000 97.52 93.37 89.11 

50000 96.96 92.84 88.30 

60000 96.25 91.41 87.42 

70000 95.71 90.64 86.07 

80000 95.31 89.32 85.56 

90000 94.68 88.05 85.38 

100000 94.25 87.54 84.56 

Table 3 reports the classification accuracy is measured with 

respect to the number of cloud users taken in the ranges from 

10000 to 100000. The observed table values indicate the 

performance results of classification accuracy of three different 

methods namely the CSDECGBAC-SDC method and the 

existing HBRSS [1] LMAAS-IoT [2] respectively. The 

obtained experimental results confirm that the classification 

accuracy is found to be higher using the CSDECGBAC-SDC 

method when compared to existing methods.   Let us consider 

the 10000 loud users for conducting the experiments in the first 

iteration. By applying the CSDECGBAC-SDC method, 9910 

cloud users are correctly identified as authorized or 

unauthorized hence the classification accuracy is found to be 

99.1%. The classification accuracy of HBRSS [1] LMAAS-IoT 

[2] is 98.1% and 97% respectively.   Likewise, various 

experimental results are observed for each method. The 

obtained results of the CSDECGBAC-SDC method are 

compared to existing methods. The average of ten comparison 

results indicates that the CSDECGBAC-SDC method increases 

the classification accuracy by 9% and 5% when compared to 

[1], and [2] respectively.  

 

  Fig.5: Performance results of classification accuracy 

versus the number of cloud users  

Figure 5 illustrates the performance results of classification 

accuracy versus the number of cloud users taken in the range 

from 10000 to 10000. In the graphical representation, the 

number of cloud users is taken as input in the horizontal axis 

i.e. ‘𝑥’ axis but the output results of classification accuracy are 

obtained at the vertical axis i.e. ‘y’ axis. The graphical plot 

indicates that the classification accuracy of three different 

methods namely the CSDECGBAC-SDC method and the 

existing HBRSS [1] LMAAS-IoT [2] are represented by the 

three various colors such as blue, red, and green respectively. 

The observed illustrates that the CSDECGBAC-SDC method 

improves the classification accuracy when compared to 

existing methods. This improvement of the CSDECGBAC-

SDC method is achieved by applying the Chi-Square Interact 

Detective Ensembled Bootstrap Aggregating technique. The 

proposed ensemble technique uses the weak learner as Tversky 

Indexive Chi-square automatic interaction detection decision 

tree for verifying the user-ID with the registered ID. If these 

two IDs get matched, then the authorized user is identified. The 

ensemble bootstrap aggregating technique combines the weak 

classification results to make a strong output result by applying 

a cardinal voting scheme. 

5.2 Impact of Error Rate  
  The error rate is measured as the ratio of cloud users 

wrongly classified to the total number of cloud users. This 

formula for calculating the error rate is expressed as follows, 

            𝐸𝑅 = [∑
𝐶𝑈𝑤𝐶

𝐶𝑈𝑖

𝑛
𝑖=1 ] ∗ 100                               (7) 

From the above equation (7), ‘𝐸𝑅’ denotes an error rate, 𝐶𝑈𝑤𝐶  

denotes a cloud user wrongly classified, 𝐶𝑈𝑖  number of cloud 

users It is measured in terms of percentage (%).  

Table 4.   Error Rate 

Number of 

Cloud 

Users 

Error rate (%) 

CSDECGBAC-

SDC 
HBRSS 

LMAAS-

IoT 

10000 0.9 1.9 3 

20000 1.4 3.5 5.5 

30000 2.16 5.96 8.26 

40000 2.47 6.62 10.88 

50000 3.04 7.16 11.69 

60000 3.75 8.58 12.58 
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70000 4.28 9.35 13.92 

80000 4.68 10.68 14.43 

90000 5.31 11.95 14.61 

100000 5.74 12.45 15.43 

Table 4 given above illustrates the performance results of the 

error rate using three different methods namely the 

CSDECGBAC-SDC method and the existing HBRSS [1] 

LMAAS-IoT [2] with respect to the number of cloud users 

considered from 10000 to 100000. The above-observed results 

indicate that the performance of error rate using the 

CSDECGBAC-SDC model is significantly minimized than the 

two existing HBRSS [1] LMAAS-IoT [2]. By considering 

‘10000’cloud users for experimentation and the overall error 

rate was observed to be ‘0.9%’, ’1.9 %’, and ’3%’ using 

CSDECGBAC-SDC, HBRSS [1] LMAAS-IoT [2]. Similarly, 

other performance results are observed with respect to various 

numbers of cloud users.  The observed results indicate that the 

error rate is considerably reduced by 57% using the 

CSDECGBAC-SDC method when compared to [1] and 70% 

compared to [2] respectively.  

 

Fig. 6: Performance results of error rate versus the 

number of cloud users  

Figure 6 given above exhibits the graphical illustration of the 

error rate using three different methods and a different number 

of cloud users.  The above graphical representation illustrates 

that the error rate using the CSDECGBAC-SDC method is 

found to be relatively lesser when compared to conventional 

methods. The reason behind this significant improvement was 

the application of cardinal voting and gradient ascent function. 

By applying cardinal voting, the weak learner results are 

ordered based on the training error. The weak learner with a 

higher error rate is removed. Finally, the gradient ascent 

function is applied to find the majority votes of the samples. 

Therefore, the obtained ensemble results improve the accuracy 

and minimize the error rate.  

5.3 Impact of Classification Time  
The classification time is defined as the amount of time 

consumed by the algorithm for classifying the authorized and 

unauthorized users. The formula for classification time is 

measured as given below,  

𝐶𝑇 = ∑ 𝐶𝑈𝑖 ∗ 𝑇𝑖𝑚𝑒 [𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛]𝑛
𝑖=1                              (8) 

Where 𝐶𝑇  denotes a classification time ‘𝐶𝑈𝑖 denotes the 

number of cloud users and the time consumed in classification 

‘𝑇𝑖𝑚𝑒 [𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛]’. It is measured in terms of 

milliseconds (ms).    

Table 5.   Classification Time 

Cloud 

Users 

Classification Time (ms) 

CSDECGBAC-

SDC 
HBRSS 

LMAAS-

IoT 

10000 4600 6100 7500 

20000 4800 6800 8000 

30000 5100 6900 7500 

40000 6400 8000 9200 

50000 7100 9500 10000 

60000 9120 10800 11400 

70000 9800 12600 14000 

80000 10400 13600 15200 

90000 11250 14400 17100 

100000 13200 15000 18000 

 
Fig. 7: Performance results of classification time versus 

the number of cloud users  

Table 5 and figure 7 represent the classification time of three 

different methods namely the CSDECGBAC-SDC method and 

the existing HBRSS [1] LMAAS-IoT [2]. The observed results 

indicate that the classification time of the CSDECGBAC-SDC 

model is comparatively lesser than the other two existing 

methods. The above table reveals that the classification time is 

considerably reduced for all the ten different runs. For each run, 

the input counts of samples get increased as a result the 

classification time of three different methods also gets 

increased.  By considering the ‘10000’ samples in the first 

iteration, the classification time of the CSDECGBAC-SDC 

model was found to be ‘4600𝑚𝑠’, ‘6100𝑚𝑠’ using [1], and 

‘7500𝑚𝑠’ using [2] respectively.  Similarly, the various runs 

were carried out with different counts of input data. The overall 

results indicate that the classification time of the 

CSDECGBAC-SDC model is considerably reduced by 22% 

and 31% when compared to HBRSS [1] and LMAAS-IoT [2] 

respectively. This is because of performing the user 

registration, before the data collection and secure data 

communication. Initially, the users’ details are registered and 

then the server collects the data from the registered user. Then 

the classification is performed using the ensemble technique 

with the help of the Tversky similarity index. The similarity 

function matches the ID of the user to find the authorized or 

unauthorized.  
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6. CONCLUSION 
The technology of big data is integrated into the cloud to 

facilitate the real-time applications for data security. This paper 

presents a CSDECGBAC-SDC model using the IoT for a cloud 

environment, which aims to increase the security of big data 

communication. The proposed CSDECGBAC-SDC model 

reduces the possibility of unauthorized data access, enhances 

accuracy, and provides more protection. The CSDECGBAC-

SDC model first performs the registration process that includes 

user information. Then the registered user allows storing their 

data collected from the IoT device to server. Then any user who 

wants to access the data, first they verify the authenticity using 

Chi-Square Detective Ensembled Cardinal Gradient Bootstrap 

Aggregating technique. The ensemble technique accurately 

finds the authorized user or unauthorized user based on the 

cardinal voting and gradient ascent function. This process 

enhances the classification accuracy and minimizes the error 

rate.  The performance of the CSDECGBAC-SDC model is 

analyzed with different metrics such as classification accuracy, 

error rate, and classification time. Therefore, the quantitative 

results and discussion conclude that the presented 

CSDECGBAC-SDC model is highly promising to provide 

higher classification accuracy with a lesser time as well as error 

rate than the conventional methods. 
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