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ABSTRACT

The indigenous capacity for the development of computational lin-
guistics tools for Nigerian languages is yet low compared to what
has been achieved in other multi-ethno-linguistic nations such as
India. Effective communication among Nigerian citizens of dif-
ferent tongues, and who are unable to use English has been con-
tinuously hampered. Thus the need to inter-translate Nigerian lan-
guages has become increasingly urgent. Though machine transla-
tion (MT) research has achieved state-of-the-art for English and
some few privileged languages of the world, the lack of datasets
for many Nigerian languages further increases the difficulty of de-
veloping MT systems for them. This paper proposes a model for
rapidly developing MT system for a new language in a multilin-
gual setup. The overall aim of this research is to establish a scal-
able platform for the continuous development of MT systems for
Nigerian languages using English language as a pivot language.
For ease of adaptation and inclusion of a new language, purely data-
driven approaches that carefully avoids absolute dependence on the
availability of linguistic expertise is adopted. This paper presents a
multilingual translation system for English, Igbo, and Yoruba lan-
guage mix. Using a research dataset, an overall best BLEU score of
35.62 was obtained for the English-Igbo system, 32.10 for English-
Yorubd system, and 21.03 for Igbo-Yoruba. These results are en-
couraging, given the size of the training corpora used.
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1. INTRODUCTION

The rich multi-ethnic and socio-cultural diversity of the Nigerian
society makes the existence of language barrier inevitable, es-
pecially between Nigerians of different ethnic nationalities who
lack communication skills in English, Nigeria’s official language
[L} 22, 121]] . One of the primary purposes for which early machine
translation (MT) researches were conceived was to eliminate com-
munication barriers among people of different tongues. MT in the
modern era has attained much more relevance than simply bridging
communication gap between citizens [23[]. The roles of MT in
national development is clear and evident: it is a tool for national
integration and socio-economic well-being; it is extremely useful
in security with great potentials to aid counter terrorism efforts; it

Fig. 1: Structural components of the proposed MT System

plays key roles in linguistic and cultural revitalization; it can be
applied over social network platforms for language promotion and
covert intelligence gathering; it has capacity to improve potentials
in business networking and tourism [2} (13} [14} [15 13} 24].

Sadly, indigenous capacity for the development and use translation
and other language technology tools are still quite low. This re-
search was therefore conceived fill this gap. At present, a prototype
MT systems for English-Igbo, English-Yoruba, and Igbo-Yorubd
translation has been developed.

The multilinual approach is empoyed because it has a potential to
fast-track the development of MT for Nigerian languages and En-
glish language using scalable, language independent data-driven
framework, described in section [2} This research is focused on
translating betweenn Nigerian languages. The objective is to de-
velop a framework for rapid development and deployment of trans-
lation tools for Nigerian languages using data-driven, language-
independent techniques.

2. THE PROPOSED ARCHITECTURE

The architecture being proposed is a stacked multilingual SMT-
based translation engine which maintains a link between the op-
timal parameters for each of the language pairs in the mix. The
model is trained and optimized for each language pair separately.
During translation, the appropriate model is selected based on the
input language. As shown in Figure 1, the input and output can be
from any pair of languages that has been covered. The translation
engine is equipped with sub-systems that has been pre-trained to
handle preprocessing, post-processing and translation tasks.

3. THE SMT APPROACH

In the Phrase-based SMT approach, input sequences are grouped
into word sequences that are technically refered to as ’phrases’.



The notion of phrase as used here does not imply grammatical
phrases; it is a mere treatment of word sequences which are
translated as a unit. Prior to the discovery of the phrase-based
approach, translation probabilities were conditioned on words
[11,110,112]. Research has however, shown that conditioning trans-
lation probabilities on sequences of words produces a better result.
In the phrase-based model approach, the source language words
are first grouped into sequences of words: s1,S2, S3,..., i, then
each phrase, s;, is translated to the corresponding target phrase,
t;; the target phrase is reordered, if necessary, using a language
model of the target language. The pieces of the target phrases are
then combined into a sentencen using the distortion probabilities.
The phrase-based model is powered by two core probabilistic
model components - the translation probability, ¢(s;|¢;) and the
distortion probability d(a; — b;_1). a; = the start index of the
source phrase generated by the ith target phrase; b; = the end posi-
tion of the source phrase produced by the ¢ — 1th target phrase ¢;_;.

The distortion is a function that measure the relative distance be-
tween the positions of a phrase in the languages that is meant to
moderate the model’s decision for large distortion by imposing
heavy penalty on large distortions [8]. From these, the translation
model of a phrase-based SMT is therefore represented as in Equa-
tion

l

p(slt) = H¢(5iati)d(ai —bi-1) M

=1

Decoding in phrase-based SMT is a search problem which is fo-
cused on parameter estimation of the translation probabilities. In
the process of decoding, the translation probabilities, ®(si, i), is
estimated. This set of parameter is learned from phrase alignment
probabilities. Alignments can be one-to-one as in IBM model 1,
many-to-one or even zero-to-one as in IBM model 3 but phrase-
level alignments cannot be handled by the IBM models 1-4 or
HMM word alignment algorithms since words are treated indepen-
dently by these models [8]. Early augmentations to these models
for phrase-level alignment can be found in Och and Ney [19], Och
[[16], Och and Ney [18] and Koehn [11].

4. MATERIALS AND METHODOLOGY
4.1 Materials

The raw data were obtained for Igbo and Yoruba languages,
together with their corresponding English language versions were
obtained from jw.org, taking several weeks. The raw corpus was
then prepared, following the procedures specified in [9].

Sentence alignment was performed using a re-implementation of
the Gale and Church character-based alignment algorithm [6]. This
gave rise to the parallel corpora; a sample parallel paragraph is
shown in Table[1

4.2 Methodology

This paper adopts the phrase-based statistical machine translation
(Pb-SMT) approach first described by Koehn et al in 2003. It is an
empirical, data-driven, language-independent methodology. Devel-
oped at IBM Watson research center in the late 1980s [4], SMT
and its extensions quickly grew into a global first choice MT de-
velopment technique and although attention is currrently focused
on deep learning-driven approaches, Pb-SMT and its extension are
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still relevant 2} [13} [14} [15) 13, 24]. The Pb-SMT model extends
the noisy-channel model-inspired word based models for SMT.
The extensions allow the Pb-SMT method to capture more con-
text, thus overcoming the shortcomings of the word-based model
[L1]. The Pb-SMT modeling centers around two key component
factors: a language model (LM), with probability distribution p(t)
and a translation model (TM), with a probability distribution p(s|t).
Translation is performed through a search for the target sentence ¢
using the Bayesian inference model in equation[2}

Table 1. : A sample of parallel corpora

English

Igbo

Yoruba

Do you know what a leper
is? A leper is a person who
has a sickness called lep-
rosy. That sickness can even
cause some of the person’s
flesh to fall off. When Je-
sus lived on earth, lepers
had to live away from other
people. And if a leper saw
another person coming, he
had to call out to warn that
person to stay away from
him. This was done so that
other people would not get
too close and maybe get the
leper’s sickness. Jesus was

yen ti¢ 1& mi ki apd kan ara
&éyan gé kird. Nf igba atijo
ti Jésti wa 16ri il@ ayé, awon
adéte ki i gbé peli awon
éeyan ni adrin il4, wén maa

15 gbé 16t ni. Bi adéte

se dé 0dd oun. Wén mda i se
&yf torf ki awon &&yan md se
stin mé won Ki aisan &t¢ nda
md baa ran won. Jési mda fi

1 ma ihe bi ekpenta?
Ekpenta bu oria nke pury
obuna ime ka anu ahd
mmady na-adapu adapu.
N’oge Jizos biri n’uwa, ndi
ekpenta na-ebi ebe dipuru
adipu site n’ebe ndi 0zo bi.
O burukwa na onye ekpenta
ahu ka mmadu na-abia, o ga
na-eti mkpu iji doo onye ahu
aka nd nti ka o ghara ibia ya
nso. A na-eme nke a ka ndi
0z0 wee ghara ibiaru ha nso
nke ukwuu ma eleghikwa
anya bute oria onye ekpenta
ahu. Jizos nwere obigma di

very kind to lepers.

sadnd awon adéte gan-an.

ukwuu n’ebe ndi ekpenta
no.

p(s|t)p(t)

p(s)
The p(s) term in equation [2] is constant for the best translation
and hence is ignored to allow for model tractability. The likelihood
p(s|t) in equation [2| is obtained by splitting s into I phrases, 5;,
each corresponding to the target phrases, ¢;;¢ = 1,2,...,I. Com-
bining TM with a distortion parameter d which controls the limit
of re-ordering, equation [3]is obtained:

(@)

argmax p(t|s) = argmaz,
t

I
p(s11E) = [ oGilE)d(a; — biy — 1) 3)
=1
where ¢ is the translation model function, a and b are the start
of phrase and end of phrase ¢ being translated respectively. Opti-
mal distortion limits of were experimentally determined to be 6 for
English-Igbo, 6 for Englis-Yorubd and 5 for Igbo-Yoruba systems.
The interpolated trigram language model (over both part-of-speech
and surface word forms) was used for all the experiments carried
in this research. For this configuration, the LM probabilities were
estimated using the maximum likelihood technique. Combining the
TM, LM and re-ordering model with weights Ay, Ag, Az s respec-
tively, derives the phrase-based SMT model of the best translation,
tbest:

1 ||

thesy = argmax H¢(§i‘ﬂ:)d(ai — b1 — 1) Hp(ti|ti—17ti—2)
t

i=1 i=1

C))
In the implementations, the model components were weighted ac-
cording to the responses of the system, given a component follow-
ing equation 4.

I

i=1

[t]

thest = argmax Hd)(éi\fi)’\d)d(startifendifl))‘d Hp(t\ti..,ti,l)ALM
t

=1
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Fig. 2: The key processes in the phrase-based SMT approach

5. EXPERIMENTS
5.1 Baseline Systems

This paper used the standard procedure for training, tuning and
testing for a typical PB-SMT [11] and Huck and Birch [7]. Data
pre-processing was done painstakingly to ensure that obvious non-
correspondences in the parallel corpus were taken out. The parallel
corpus used in this research has not been described in any other
work; it was created as part of this research. The compositions of
the corpora were purely based on the researcher’s decisions and
judgements. Specifically, Huck and Birch [[7] approach was adopted
for the creation of word alignments and the subsequent extraction
of bilingual phrases.

The language model was trained using IRSTLM [5]], utilizing
smoothing techniques based on modified Kneser-Ney smoothing.
Translation options were scored using Good-Turing method. To
reduce model errors, and maximize BLEU [20] scores, feature
weights (model parameters) were tuned using MERT [17] on
the development data, relying on a 100-best list of candidate
translations. The details of the data set for training, tuning and
testing is presented in Table The basic features used in the
experiments are log-probabilities, for both phrase translations
and lexical probability translations, word penalty, phrase penalty,
distortion penalty. Phrases of length 5 were extracted and a
distortion limit of 6 was set. The BLEU measure was used to
evaluate the performance of the systems.

The preliminary study reported in this paper investigated the
performance of the baseline systems: en — ig, en — yo and
ig — yo languages that was built. In all the experiments, language
models (LM) and translation models (TM) are trained using
identical settings. The data used were adjusted to close ranges
in terms of number of sentences (Table 1). Table 2 shows the
performances of the three systems in terms of BLEU score.
The statistics on the translated corpora is presented in Table 3.
Furthermore, error analyses of the translated outputs were carried
out with the aim of studying the failures of the systems in order
to understand the causes of failures for the purposes of designing
guided improvements to the baseline systems. The BLEU scores
attained by the en — ig and en — yo systems are comparable;

INoS - Number of Sentences, NoW - Number of Words, Voc - Vocabulary
size, ASL - Average Sentence Length (words)
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Train Tune Test
en —ig | enig en:ig en:ig
NoS 32k:32k 3.9k:3.9k | 787:787
NoWw 672k:695k 67k:74k 16k:17k
Voc 15k:17k 4.97k:5k 1.95k:1.99k
ASL 21:21.7 20.4:21.9 | 16.7:18.5
en — yo | en:yo en:yo en:yo
NoS 36.9k:36.9k | 4k:4k 1.2k:1.2k
NoW 622k:802k 67k:82k 17k:22k
Voc 15.6k:11.5k | 4.8k:3.8k | 2.1k:1.7k
ASL 16.9:21.7 16.8:20.3 | 13.8:17.3
ig — yo | ig:yo ig:yo igiyo
NoS 32k:32k 4k:4k 800:800
NoW 683k:801k 79k:89k 15k:17k
Voc 17.0k:11.3k | 5.2k:4.2k | 2.1k:1.7k
ASL 21.4:25.0 19.9:22.4 | 18.8:21.8

Table 2. : Data used for training, tuning and testing.

1g — yo system has a rather low BLEU score compared to the first
two systems, this is despite the fact that the two languages share
common characteristics for being in the same language family.
The target of this ongoing work is to improve on the quality and
quantity of parallel data, enrich the baseline system with extra
features from linguistic sources and include advance features of
the Moses system.

System BLEU
en — ig 35.62
en — yo | 32.31
g — Yo 21.03

Table 3. : The BLEU scores for the experimental systems.

en — ig en — yo ig — yo
in:out in:out in:out
NoS 787:787 1282:1282 800:800
NoW | 16k:17.9k 17.7k:30.7k | 15k:24.5k
Voc 1948:1654 2117:1416 2053:1459
ASL 20.38:22.83 | 13.84:24.01 | 18.83:30.69

Table 4. : Statistics on the test (in) vs translated (out) corpora.

6. SYNTACTIC DIFFERENCES BETWEEN THE
THREE LANGUAGES

English, Igbo, and Yoruba languages share an SVO word order-
ing. However, English language differ from these two Nigerian lan-
guages by being left-branching.English language is significantly
different from these two Nigerian languages, nothwithstanding
similarity in word order. There are more adjectives in English lan-
guage than any of Igbo and Yoruba languages, and this creates a
deficiency that these languages try to address through the use of
descriptive constructs, and complementation. English is stable with
respect to the positioning of adjectives and determiners relative to
the position of the head noun, Igbo is fluid; much more than it is for



Yoruba. English is predominantly preposed while Igbo and Yoruba
languages fluctuate between pre-positioning and post-positioning
of adjectives, demonstratives, determiners quantifiers, and genitives
depending on the construction [22, 21} [1]]. Morphological distinc-
tions are also exist among these languages. Morphological pro-
cesses are centred around the verb for Igbo and Yoruba languages,
unlike English language. Plurality of count nouns is marked by the
addition a morph, +s in English, for instance; remakeably, Igbo and
Yoruba do not have a way to mark plurality of count nouns directly.
Rather this is achieved by post-positioning of ordinal or cardinal
numbers, depending on the construction, after the noun. Plurals
are formed in Yoruba and Igbo by placing some appropriate plu-
ral marker before the noun. The possessive s marker is absent in
Igbo and Yoruba languages. Other subtle differences exists but the
discussion shall be limited to these which are of most important
relevance to the presentation in this paper.

7. RESULTS AND DISCUSSION

Preliminary assessments of the prototype MT systems on an experi-
mental test set indicates a good prospects for the research. A BLEU
(Papineni et al, 2002) score of 30.73, 30.04, and 19.49 were respec-
tively attained by the best English-Igbo (S-1), English-Yoruba (S-2)
and Igbo-Yoruba (S-3) experimental systems. These performances
are not excellent per se, but they represent a good achievement,
given that the research work had just started and currently at an
early stage. In Tables 6 and 7 , the performance of the English-Igbo
and the English-Yorubd system perform on the sentences in Table
5 are shown.

Table 5. : Sample Test Sentence

SN Test Sentence

1. also, read the book with your mother or father.

2. but then the Bible explains how we can live forever in
God’s new world.

3. he said: Keep praying that your flight may not occur in
wintertime.

4. so do you understand what the sign means?

5. let’s see what the Bible says happened.

6. now, remember, Jesus said that what happened to those
people is a lesson for us today.

Table 6. : Sample translation outputs: S-1

Reference Translation ‘ Translation by S-1 ‘

1: Ozokwa, gi na nne gi ma o
bu nna gi na-aguko akwukwo
aonuy.

2: Ma, Bible na-akokwa otd
anyi pu ru isi di ndu ebighi ebi
n’ime uwa ohuru Chineke.

3: O siri: “Nogidenu na-ekpe
ekpere ka mgbapu unu ghara
iwere onodu n’oge oyi.”

1: Igu akwukwo ahu, ya na
nne gi ma o bu nna gi. - (0.45)
2: Ma, Bible na-akowa oti
anyi pury isi ndu ruo mgbe
ebighi ebi n’uwa ohuru
Chineke. - (0.25) 3: O sirdi :
“Nogidenu na-ekpe ekpere ka
mgbapu unu ghara ime n’oge
oyi.” - (0.73)
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Table 7. : Sample translation outputs: S-2

Reference Translation

Translation by S-2 ‘

4: Nitori nda, njé o mo ohun ti | 4: Nitori nda, njé o mo ohun tf
ami yen timo si? ami timo si? - (0.81)

5: Jé ki 4 wo ohun ti Bibéli so | 5: Jé ki 4 wo ohun ti Bibéli so
pé 6 sele. sele. - (0.71)

6: Wayi o, ranti pé Jésu so pé | 6: Wayi o, rdnti o, Jésu so pé
ohun t6 sel¢ si awon ¢eyan nda | ohun t6 sele si ‘awon eéniyan
jé eko fin wa 16nii. nda nké fun wa 16nii. - (0.54)

7.1 Brief Comments on the Performances

Test case 1 is a typical ambiguous sentence. This ambiguity arises
from the prepositional phrase attachment marked by ’with’ in the
input sentence. S-1 tries to translate this very short segment with
noticeable flaws. System S-1 though with a sentence-level BLEU
score of 0.45, has a poor word order. System S-1 also completely
throws away the word "also’. The high BLEU score for system S-1
is a manifestation of the typical weaknesses of the BLEU metric at
the sentence and subsentence levels; the output barely makes sense.
Test case 2 presents some interesting scenarios. First it can be
seen that the two systems produce quality translations of the input
using different alternatives forms that are perfect translations of
the input and each other. The low BLEU scores are not surprising
given that n-gram matches of the two translations as compared to
the reference translation would be mostly zeros. System S-1 makes
an error of omission, omitting di in-between isi and ndu. In test
case 3, a case of an error due to confusion of senses committed by
the human translators being carried into the models of system S-1
is noted. Errors in reference translations affects the BLEU score
points falsely.

In case 3, System S-2 failed to account for ’the’ on the source side.
In the case 4, the sequence ’says happened’ is clearly problematic
for the systems - it commits errors of omission. Case 5 shows an
occurrence of mis-selection due to tense; the form ik (the act of
continuous learning) rather than ¢k¢ (the nominal).

8. CONCLUSION AND FUTURE WORK

This research paper described a scalable stacked model for per-
formning machine translation on low resourced languages. It is
built on the phrase-based machine translation methodology and fa-
cilitates speedy development of machine translation engines by al-
lowing the inclusion of more langauages into the stack as the data
become available. The results of a multilingual translation exper-
iments carried out for Yorubd, Igbo and Engish languages show
that the approach is promising. Future improvements are targeted
improving the performance of the system by incorporating neural
machine translation engine in an ensemble framework to leverage
the power of representational learning.
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