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ABSTRACT 

Heart health is a crucial aspect for the elderly, as it is the leading 

cause of death in Indonesia. However, the elderly often do not 

receive sufficient monitoring on a regular basis at Ngudi Makmur 

Integrated Health Post. Therefore, a solution is proposed to 

overcome this problem by introducing a heart rate monitoring 

system using Max30102 sensor and Gaussian Naive Bayes 

algorithm. The system is designed to monitor the heart rate and 

display the heart health condition based on the average of the 

measurements taken. The calibration results of the device used 

showed an accuracy rate of 95.8%, while testing the Gaussian 

Naive Bayes algorithm with the k-fold cross-validation method 

resulted in an accuracy of 91%. The envisioned system aims to 

enhance the motivation of elderly individuals at Posyandu Ngudi 

Makmur, encouraging them to consistently undergo routine heart 

health checks. 
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1. INTRODUCTION 
The highest number of deaths in Indonesia caused by heart 

disease makes heart health a crucial issue, especially for the 

elderly. Basic Health Research data shows a surge in the 

frequency of cardiovascular disease from 0.5% in 2013 to 1.5% 

in 2018. Cardiovascular disease can affect all ages, with the 

highest rates in individuals aged 65 to 75 years and above [1]. 

One of the relevant parameters in cardiovascular health 

monitoring is the average heart rate per minute. A normal 

average heart rate per minute ranges from 60 to 100 beats per 

minute in a resting state and without physical activity [2]. 

Regular heart health monitoring is essential to keep an eye on the 

heart health of the elderly. Integrated Health Post, a healthcare 

facility for the elderly in Indonesia, can provide a convenient 

option for the elderly to maintain their heart health with regular 

check-ups. However, Ngudi Makmur Integrated Health Post does 

not currently undergo heart check-ups. Every month, Ngudi 

Makmur Integrated Health Post only conducts blood pressure, 

weight, and height checks on the elderly in Krapyak, 

Margoagung, Seyegan, Sleman, Yogyakarta. Therefore, a tool is 

needed that can be used by Ngudi Makmur Integrated Health Post 

in monitoring the heart rate of the elderly. 

Based on this description, a heart rate monitoring system using 

max30102 sensor and Gaussian Naive Bayes algorithm is 

proposed. The Naive Bayes algorithm is a statistical classifier 

that can be used to predict the probability of class membership 

while the Gaussian Naive Bayes algorithm is a variation of the 

Naive Bayes algorithm used to classify and analyze continuous 

data [3]. The Max30102 sensor is a device for measuring heart 

rate and calculating the average heart rate per minute with a non-

invasive method that can be placed in various body locations, 

such as the finger. The collected data will be uploaded to Firebase 

via the NodeMCU ESP8266 microcontroller which enables 

wireless internet connectivity [4]. This data is then analyzed 

using the Gaussian Naive Bayes algorithm to classify heartbeat 

conditions. After that, the results will be displayed to monitors at 

the Ngudi Makmur Integrated Health Post. This research will 

hopefully provide an effective solution for elderly heart health 

monitoring, enabling them to get better care at Ngudi Makmur 

Integrated Health Post. 

2. RELATED WORKS 
The study entitled "simulation of a monitoring system for the 

condition of heart attack patients using Arduino and heart rate 

sensor" compiled by Whiliams and Sean Coonery, reviewed and 

analyzed information collected using Arduino and heart rate 

sensor as the main parameters. In the context of this study, heart 

rate data recorded by Arduino and sensor will be sent to smart 

phone devices that can detect symptoms of abnormalities or signs 

of arrhythmia. When such symptoms are detected, the smart 

phone device will issue an alert to the patient. If the alert gets no 

response, the smartphone device sends an emergency message. 

Based on the data collected, the overall results of this study 

concluded that the algorithm used can monitor and detect heart 

rate abnormalities, and this can serve as an effort to detect early 

symptoms of heart attack in patients during monitoring [5]. 

In a study entitled "Design of an Arduino Microcontroller-Based 

Heart Detection Tool with a Pulse Sensor" conducted by Ahmad 

Rizal Rinaldi, it is explained how this Android-based heart 

detector measures heart rate and calculates the results based on 

the user's age. In this study, the data was presented in the form of 

graphs that reflected the actual heart rate measurements that the 

device performed. The device allows users to record as well as 

transmit data regarding their heart rate. The accuracy of heart rate 

readings depends largely on the location of the finger used in the 

measurement. Testing this tool uses the mean absolute deviation 

(MAD) formula as a measure of accuracy that considers the 

magnitude of measurement errors that commonly occur. The 

average root-mean-square (RMS) error measurement result for 

applications and instruments used in heart rate and body 

temperature monitoring in a room without air conditioning was 

4.6 for right-handed use and 9.6 for left-handed use. While the 

result of the right hand is 0.827 and the left hand is 0.81 [6]. 

The study titled "Heart rate monitor system to detect heart health 

levels based on the internet of things using android" was 

published in 2021 and written by Jarot Dian, Fujiama Diapoldo 

Silalahi, and Nuris Dwi Setiawan. This research explains the 
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construction of an Internet of Things (IoT)-based heart rate 

monitoring system that uses Android devices and is built on the 

Wemos microcontroller platform. The main purpose of the 

system is to record and monitor the heart rate of each patient. 

This study was conducted at the Lebdosari Health Center, where 

patients often have difficulty in monitoring their heart rate. The 

results showed that the system was able to detect fluctuations in 

the patient's heart rate. The system also can provide findings and 

recommendations related to the user's heart rate health condition. 

This technology can monitor the patient's heart rate and calculate 

the average and maximum heart rate values [7]. 

3. RESEARCH METHODOLOGY 
The stages of research on the development of heart rate 

monitoring system using the max30102 sensor and the Gaussian 

Naive Bayes algorithm are presented in Fig 1 below. 

 

Fig 1: Research Methodology 

3.1 Data Collection 
Data were collected by conducting in-depth field observations 

through visits to Posyandu Ngudi Makmur located in Krapyak, 

Margoagung, Seyegan, Sleman, Yogyakarta. In addition, 

interviews were conducted with Posyandu administrators and 

heart rate measurements to obtain heart rate data. 

3.2 Naive Bayes 
Bayesian classifier is a statistical approach used to estimate the 

probability of data belonging to a particular class. One of the 

popular algorithms in this method is the Naive Bayes algorithm. 

This algorithm is a statistical and probability approach developed 

by an English scientist named Thomas Bayes. It uses Bayes 

Theorem to predict the likelihood of data belonging to a 

particular class based on past experience [8]. The Naive Bayes 

formula can be found in Equation 1. 

𝑃(𝑋) =
𝑃(𝑋|𝐻) 𝑃(𝐻)

𝑃(𝑋)
         (1) 

Where:   

X : Unknown class data   

H : Hypothesized data is a specific class  

P(H|X) : Probability of hypothesis H based on condition X 

(posterior probability)  

P(H) : Probability of hypothesis H (prior probability)   

P(X|H) : Probability of X based on the condition in hypothesis 

H 

P(X) : Probability of X 

3.3 Gaussian Naive Bayes 
In the case of sequential data, it is often assumed that the values 

associated with each category or class follow a Gaussian 

distribution pattern otherwise known as a normal distribution. 

During the data processing process, the training data is grouped 

into relevant classes, and then the average value (mean) and 

standard deviation are calculated for each of these classes [9]. 

Therefore, to estimate the probability of a set of consecutive data, 

the formula found in Equation 2 can be used. 

𝑃(𝑋𝑖) = 𝑥𝑖|𝑌 = 𝑦𝑗 =  
1

√2𝜋𝜎𝑖𝑗
𝑒

−
(𝑥𝑖−𝜇𝑖𝑗)2

2𝜎2𝑖𝑗     (2) 

Where: 

P : Chance  

𝑋𝑖 : Value of ith attribute  

Y : Class searched  

yj : Subclass Y that is searched 

μ : Mean, states the average of all attributes  

σ : Standard deviation, expressing the variance of all  

  attributes 

3.4 Pre-Processing 
Data preprocessing is a stage that serves as the first step to 

transform raw data into more structured, clean, and consistent 

information [10]. The main purpose of data preprocessing in the 

context of this study is to prepare the data needed for further 

analysis, in particular the use of Max30102 sensor and Gaussian 

Naive Bayes algorithms in heart rate monitoring in the elderly at 

the Ngudi Makmur Integrated Health Post so that the raw data 

can be used for further processing steps. 

3.5 System Design 
System design in the heart rate monitoring system using the 

max30102 sensor is done by analyzing the system first to find out 

what process will be made next. The next stage is to create a 

system design that describes the flow of the system such as 

flowchart design. 

3.6 Implementation 
After the development of the system design, the heart rate 

monitoring system using max30102 sensor and Gaussian Naive 

Bayes algorithm was implemented by writing code using java 

programming language for the system and connecting it to the 

database. 

3.7 Testing 
Evaluation of the results of heart rate monitoring using the 

max30102 sensor was carried out by testing the heart rate 

calibration and testing the accuracy of the model using the k-fold 

cross validation method produced in the calculation of the 

Gaussian Naive Bayes algorithm. 

4. RESULTS AND DISCUSSION 
The test results of the Android-based heart rate monitoring 

system using the max30102 sensor and the Gaussian Naive 

Bayes algorithm were carried out by taking elderly heart rate data 

at the Ngudi Makmur Integrated Health Post and processed using 

the Gaussian Naive Bayes algorithm. The results of the accuracy 

level of calculating the average heart rate using the max30102 

sensor using heart rate calibration measurement techniques and 

accuracy measurements with the k-fold cross validation method 

on the calculation of the Gaussian Naive Bayes algorithm. 

4.1 Data Collection 
Heart rate calculation by experts is done using a stethoscope 

attached to the chest and heart rate measurement using the 

max30102 sensor by placing the tip of the thumb on the 

max30102 sensor as shown in Fig 2 below. 
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Fig 2: Data Collection Process 

The following are the results of heart rate calculations in the 

elderly conducted by experts and max30102 sensor shown in 

table 1. 

Table 1. Heart Rate Data 

Number Age (Year) Gender 
max30102 

Sensor  
Expert 

1 61 P 78 74 

2 60 L 44 50 

3 64 P 49 53 

4 62 P 98 96 

5 63 L 70 66 

…. …. …. …. …. 

294 65 P 106 110 

295 66 L 108 102 

296 68 P 118 116 

297 61 P 65 71 

298 67 L 57 61 

 

Data in this study amounted to 298 with data collection carried 

out regularly. The data will be calculated for accuracy by heart 

rate calibration to determine the level of accuracy of the tool 

used. 

4.2 Pre-processing 
The data used in this study was subjected to an encoding process 

at the data pre-processing stage. Encoding is an activity carried 

out by the source to translate his thoughts and ideas into a form 

that can be accepted by the recipient's senses [11] by changing 

existing features. For example, in the gender feature, data (P) 

which means Female is changed to the number one (1), while 

data (L) which means male is changed to the number zero (0). 

The following calculation results can be seen in table 2. 

 Table 2. Heart Rate Data Encoding Results 

Number 
Age 

(Years) 
Gender 

Measurement 

Results 

1 61 1 78 

2 60 0 44 

3 64 1 49 

4 62 1 98 

5 63 0 78 

…. …. …. …. 

294 65 1 106 

295 66 0 108 

296 68 1 118 

297 61 1 65 

298 67 0 57 

4.3 System Design 
In this study, system design includes creating flowchart diagrams 

that visually illustrate the workflow of the system. In Bahasa 

Indonesia, flowchart referred to as flowchart is a graphical 

representation of the logic and organization of a program [12]. 

This diagram is a graphical representation of the logical 

processes involved in a computer program or operating system 

[13]. The system flowchart is shown in Fig 3. 

 

Fig 3: Flowchart 

4.4 Implementation 
The implementation stage is the process of converting or 

implementing system design into tangible form. This process 

ensures that the system implemented conforms to requirements 

and expectations by designing, creating, testing, and integrating 

various parts of the system. The implementation of a heart rate 

monitoring system using the max30102 sensor and the Gaussian 

Naive Bayes algorithm will involve several important stages. 

4.5 Testing 

4.5.1 Heart Rate Calibration Accuracy Testing 
At the testing stage, in addition to system testing, there is testing 

the level of calculation accuracy of the system using the heart 

rate calibration test method. Calibration is common practice to 

compare one measurement standard with another. These 

measurements are generally recognized for national and 

international accreditation. This means that relevant indicators 

will be met in the context of the prevailing conditions or system. 

In this study, calibration is interpreted as a comparison between 

heart rate measured with estimated heart rate using max30102 

sensor [14]. 

Data collected through stethoscope readings were used to 

calibrate the heart rate monitor and its findings were compared 

to max30102 to determine the difference in the calculation of the 

average heart rate. The heart rate calibration formula looks at 

equation 3.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑣𝑎𝑙𝑢𝑒(%) =  100% − |
𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝐶𝑜𝑚𝑚𝑒𝑟𝑐𝑖𝑎𝑙 𝑡𝑜𝑜𝑙𝑠
| ×  100   (3) 

The Max30102's heart rate calibration was calculated manually 

using data from many people in a resting (sitting) state. Table 3 

displays the nonconformity and accuracy values calculated using 

the collected data. 



International Journal of Computer Applications (0975 – 8887) 

Volume 185 – No. 47, December 2023 

10 

Table 3. Results of Average Heart Rate Accuracy 

Num

ber 

Age 

(Ye

ar) 

Gen

der 

Max3

0102 

Exp

ert 

Differ

ence 

Accur

acy 

1 61 P 78 74 4 96% 

2 60 L 44 50 6 94% 

3 64 P 49 53 4 96% 

4 62 P 98 96 2 98% 

5 63 L 70 66 4 96% 

…. …. …. …. …. … …. 

294 65 P 106 110 4 96% 

295 66 L 108 102 6 94% 

296 68 P 118 116 2 98% 

297 61 P 65 71 6 94% 

298 67 L 57 61 4 96% 

Average accuracy 95,8% 

 

After collecting data using the max30102 sensor, the data from 

the max30102 sensor was compared with the expert's 

measurement. In Table 3, the difference between the max30102 

sensor and the expert's measurement shows a sensor accuracy of 

95.8% in estimating the average heart rate. 

4.5.2 Gaussian Naive Bayes Algorithm Testing 
In evaluating the Gaussian Naive Bayes algorithm, Fig 4. 

illustrates the data distribution in the data set used in this study. 

 

Fig 4: Data Distribution

At this stage, the calculation of the mean and standard deviation 

of each feature (heart rate, gender and age) in all existing 

classes (high, normal and low) is carried out. Here are the 

results of mean and standard deviation with the naïve bayes 

algorithm in table 4. 

Table 4. Results of Mean and Standard Deviation 

Calculation 

Class Feature Mean Standard Deviation 

High Heart rate 103.64 11.34 

High Gender 0.52 0.51 

High Age 66.73 4.4 

Normal Heart rate 80.02 12.74 

Normal Gender 0.49 0.5 

Normal Age 66.54 4.38 

Low Heart rate 55.7 8.12 

Low Gender 0.55 0.5 

Low Age 64.55 3.78 

At this stage the researcher calculated the probability of Prior 

arising from the number of data sets totaling 298 data. Here is 

table 5 of prior probabilities on the application of the Gaussian 

Naive Bayes algorithm. 

Table 5. Results of the calculation of the probability of 

prior classes appearing 

Number Class Prior class probability 

1 Normal 0.63 

2 High 0.19 

3 Low 0.19 

 

After finding the prior class probability in this study, here is an 

example of a detailed calculation that can predict heart rate 

conditions using the Gaussian Naive Bayes formula using data: 

Given data point:  

Heart Rate (X) = 106 bpm 

Gender (G) = Female (1)   

Age (A) = 65 years old 

calculating the posterior probability for each class and 

predicting the label with the maximum probability. 

Prior: 

P(High) = 0.19 

P(Normal) = 0.63   
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P(Low) = 0.19 

Average value and Standard Deviation for each feature in each 

class: 

High: 

μX = 103.64, σX = 11.34   

μG = 0.52, σG = 0.51  

μA = 66.73, σA = 4.4 

Normal:   

μX = 80.02, σX = 12.74 

μG = 0.49, σG = 0.5   

μA = 66.54, σA = 4.38 

Low: 

μX = 55.7, σX = 8.12 

μG = 0.55, σG = 0.5    

μA = 64.55, σA = 3.78 

for the calculation of each posterior can be seen as: 

P(Height | 106, 1, 65)  

= (1/√(2π*11.34)) * exp(-(106-103.64)2 / (2*11.342))  

* (1/√(2π*0.51)) * exp(-(1-0.52)2 / (2*0.512))  

* (1/√(2π*4.4)) * exp(-(65-66.73)2 / (2*4.42))  

= 0.16 

This is the result of the class calculation obtained 

P(Normal | 106, 1, 65) = 0.034 

P(Low | 106, 1, 65) = 7.9e-06 

The highest probability is for the High class. Hence, this 

calculation data point is classified as "High" heart rate 

condition using Naive Bayes. 

At this stage of calculation, researchers use the k-fold cross-

validation method. In cross validation, there are two popular 

approaches to evaluating algorithm performance, namely k-

fold cross validation and leave-one-out cross validation. When 

the amount of data is large, k-fold cross validation should be 

used to estimate the accuracy of the data [15]. Fig 5 shows the 

accuracy measurement result with k value equal to 5.  

 

Fig 5: Accuracy results with K-Fold Cross-Validation 

Based on the calculations carried out, the accuracy rate of using 

the Gaussian Naive Bayes algorithm in the heart rate 

monitoring system using the max30102 sensor at Ngudi 

Makmur Integrated Health Post is 91%. 

5. CONCLUSION 
Based on the results of this study, it can be concluded that the 

heart rate monitoring system using max30102 sensor and 

Gaussian Naive Bayes algorithm in terms of functionality with 

black box testing shows that the implementation of the system 

design runs well. Heart rate calibration testing shows an 

accuracy of 95.8%. The accuracy of the Gaussian Naive Bayes 

algorithm measured using the k-fold cross validation method 

resulted in an accuracy of 91%. The heart rate monitoring 

system using the max30102 sensor and the gaussian naïve 

bayes algorithm can be applied to the elderly at Posyandu 

Ngudi Makmur to help check well and can be applied 

sustainably. 

This research still has shortcomings, one of which is the 

algorithm used. The gaussian naive bayes algorithm has 

limitations in handling categorical features and dependence on 

the amount of training data so further research is recommended 

to use a fuzzy algorithm that can provide maximum 

measurement results because it has the advantage of processing 

fuzzy data well, such as noisy or erratic sensor data. This can 

help in producing more stable and accurate measurement 

accuracy so that the determination of heart rate conditions 

becomes better. 
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