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ABSTRACT 

COVID-19 is a highly contagious disease caused by SARS-

CoV-2 and has tragically claimed over 6 million lives 

worldwide. Early detection is crucial for containing its spread 

and providing appropriate treatment. In this article, we present 

a system to help physicians diagnose COVID-19 pneumonia by 

analyzing chest radiographs (CXR). The proposed system uses 

a dataset of 7232 CXR images, where 80% were used for 

training and 20% for testing. The methodology used in the 

proposed system consists of four steps: preprocessing the 

images through image processing, extracting features from the 

images using a pre-trained VGG16 model as a deep learning 

technique for feature extraction, applying two machine learning 

algorithms, namely Random Forests and Support Vector 

Machines (SVMs), and finally comparing the performance of 

the two algorithms. The SVM classifier achieved a 

classification accuracy of 97.2% at Gamma = 0.001 and C = 5, 

whereas Random Forests achieved an accuracy of 87%. Thus, 

the SVM classifier proved to be more capable in this type of 

classification. 
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Deep Learning, Machine learning Algorithms. 

Keywords 
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1. INTRODUCTION 
COVID-19 has had a catastrophic impact on the world where 

the case is more with more than 6.2 million deaths worldwide 

[1]. COVID-19 is a highly contagious infectious disease caused 

by severe acute respiratory syndrome coronavirus 2 (SARS-

CoV-2) [2],which can spread very rapidly. Early detection of 

the disease is a very important factor to stop the spread of 

coronavirus because this virus is infectious and cannot be 

treated appropriately [3]. So far, polymerase chain reaction 

(RT-PCR) is a gold standard screening method for detecting 

COVID-19 cases is reverse transcriptase– which can detect the 

nucleic acid of the virus 

from nasopharyngeal or oropharyngeal swabs[4]. However, 

RT-PCR can only detect 60–70% of true COVID-19 

symptomatic patients [5][6][7].In addition, detecting an 

infected person is a very difficult task because the disease 

symptoms are very similar to many other diseases, the simplest 

of which is the common cold, pneumonia. Deep Learning (DL) 

techniques have become increasingly popular in diagnosing 

various diseases, especially in medical imaging[8][9][10]. 

These techniques automatically extract image features without 

the need for any intervention. This makes them particularly 

useful for classifying infections in chest X-ray images, 

including COVID-19.DL techniques are used to automatically 

analyze chest X-ray images to detect COVID-19 imaging in 

patient images. This real-time support is less costly, more time-

efficient, and more accurate, helping physicians and health 

professionals provide better care to physicians in diagnosing 

COVID-19 pneumonia using CXR images. 

2. RELATED WORK 
The authors of [11] proposed a CNN model known as a deep 

learning model for X-ray-based COVID-19 classification 

(COV-SNET). The researchers' extended dataset included 3913 

COVID-19 images, 7966 normal photos, and 5441 pneumonia 

images. Their unique approach is to use a huge number of X-

ray pictures, yet their work only demonstrated 95% sensitivity 

and 75% to 80% accuracy for both multi-class and binary 

classification. The results alone are insufficient to provide an 

accurate diagnosis. In [12], The authors proposed a new CNN 

model for automatically diagnosing COVID-19 disease based 

on raw X-ray images. Their model predicted COVID-19 

instances with 87.02% accuracy. In [13], the authors' TL 

model-based VGG16-Network achieved a multi-classification 

accuracy of 91.69% for cases infected with (i) coronavirus, (ii) 

normal, and (iii) pneumonia. The model in this research is 

based on X-ray pictures from an open-source dataset. 

3. MACHINE LEARNING (ML) 
The goal of machine learning is to extract knowledge from 

data. It is a research area that combines statistics, artificial 

intelligence, and computer science. It is also known as 

predictive analytics or statistical learning. Machinelearning 

approaches have become increasingly common in everyday 

life in recent years. [14]. 

3.1 Supervised Learning 
The supervised learning[15] approach uses labeled data where 

the input and output are known. The algorithm is trained on the 

data set and modified until it reaches an acceptable level of 

performance. Examples of supervised learning problems 

include: 

• Regression problems 

• Classification problems 

3.2 Unsupervised Learning 
Unsupervised learning[16] is an approach where the output is 

unknown. In this method, algorithms learn on their own and 

discover an impressive structure in the data. The primary goal 

of these algorithms is to decipher the underlying distribution in 

the data to gain more knowledge about it. Unsupervised 

learning problems include  clustering and association.  

3.2.1 Random Forest  
Random Forest is a popular supervised machine learning 

algorithm built from decision tree algorithms. A Random 
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Forest removes the limitations of the decision tree algorithm by 

reducing overfitting of data sets and increasing precision. 

This algorithm can be used for both classification and 

regression problems in ML. It is based on the concept of group 

learning, where multiple classifiers are combined to solve a 

complex problem and improve model performance. 

As the name implies, the Random Forest algorithm is a 

classifier that contains multiple decision trees on different 

subsets of a given data set and takes the average to improve the 

predictive accuracy of that data set. Instead of relying on a 

single decision tree, a Random Forest takes the prediction from 

each tree and relies on a majority vote for the predictions and 

predicts the final output. A larger number of trees in a forest 

leads to higher accuracy and avoids overfitting. [17]. Figure 1 

is a schematic diagram that illustrates a random forest. 

Fig.1. Random Forest Diagram 

3.2.2 Support Vector Machine (SVM) 
SVM[18] is an effective supervised machine learning 

algorithm that has gained popularity since its inception in 1992 

by B.E. Boser et al. Its success in handwritten digit recognition 

in 1994 cemented its reputation as a powerful tool for both 

regression and classification problems [5], though it is 

especially renowned for its classification capabilities. SVM is 

widely regarded as one of the most exceptional off-the-shelf 

supervised  . 

Some basic terms used in the algorithm :The support vector  , 

Hyper-Plane and Margin. 

• Hyperplane:is a decision plane that separates 

between a set of objects with different class 

memberships. 

• Support Vectors: are the data points closest to the 

hyperplane. These points better define the dividing 

line by calculating the edges. These points  

• The 'C' parameter plays a crucial role in determining 

the trade-off between maximizing the margin and 

minimizing the misclassification of data points. 

When 'C' has a lower value, the algorithm creates a 

small margin, which in turn leads to a lower error 

rate. Conversely, when 'C' is set to a higher value, a 

larger margin is created, which can sometimes lead 

to misclassification of data points. 

• The Gamma parameter 

The gamma value plays a crucial role in determining 

the performance of a model. A small gamma value 

implies that the model considers only a few data 

points that are close to the plausible margin line, 

leading to underfitting. Conversely, a large gamma 

value causes the model to involve a large number of 

data points, even those that are distant, in calculating 

the separation line. This can result in overfitting, 

which can negatively impact the model's 

performance [9]. 

4. DEEP LEARNING 
Deep learning [19], which is derived from machine learning 

methods based on artificial neural networks with representation 

learning, is a form of artificial intelligence. It can learn from 

data using supervised, unsupervised, or semi-supervised 

learning techniques, and create patterns for use in decision-

making. The ANN algorithm is considered the heart of deep 

learning due to its architecture, which is inspired by the actions 

of the human brain in processing data and creating patterns for 

use in decision-making. While the NN algorithm contains three 

layers, including the input layer, hidden layer, and output layer, 

deep learning algorithms consist of more than three layers, 

including the input layer, more than one hidden layer, and 

output layer. Figure 3 depicts the relationship between Deep 

Learning (DL) and Artificial Neural Networks (ANN). ANN is 

a branch of machine learning that focuses on developing and 

refining neural networks for the purpose of recognizing 

patterns in data. On the other hand, DL is a more advanced and 

sophisticated version of ANN that employs deep neural 

networks with multiple layers to process and analyze massive 

amounts of data. It is worth noting that since DL is a more 

advanced form of ANN, ANN is considered to be a subset of 

machine learning that incorporates DL techniques. 
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Figure 3: ANN and DL Relationship 

4.1 Convolutional Neural Networks (CNN) 
CNN[20], also known as ConvNet, is a type of feed-forward 

neural network that is widely used in tasks like image analysis, 

natural language processing, and other complex image 

classification problems. With its ability to pick out and detect 

patterns from images and text and make sense of them, CNN 

has become an essential tool for machine learning and artificial 

intelligence applications. By leveraging its advanced 

algorithms and deep learning capabilities, CNN can help 

organizations and researchers gain valuable insights into 

complex data sets and solve some of the most challenging 

problems in the field of computer science. The architecture of  

the convolutional neural network (CNN) is illustrated in 

Figure 4. Convolutional Neural Networks (CNNs) consist of 

several layers that are designed to extract features from input 

data such as images. The main layers in CNNs are: 

• Input Layer: This is the first layer in the network that 

takes in the input data such as images.  

• Convolutional Layer :This layer applies a set of 

learnable filters to the input data in a sliding window 

fashion, producing output feature maps. The filters 

are designed to detect various patterns and features in 

the input data such as edges, lines, and shapes. 

•  ReLU Layer: This layer applies the Rectified Linear 

Unit (ReLU) activation function to the output of the 

convolutional layer. ReLU helps to introduce non-

linearity into the network and improve its ability to 

learn complex patterns. 

• Pooling Layer :This layer reduces the spatial size of 

the output feature maps from the convolutional layer 

by down sampling the data. This helps to reduce the 

computation required in the network and make it 

more efficient. 

• Fully Connected Layer :This layer connects all the 

neurons from the previous layer to the current layer, 

allowing the network to learn complex features and 

patterns from the input data. 

• Output Layer :This is the final layer in the network 

that produces the output predictions based on the 

input data. The type of output layer depends on the 

task the network is designed to perform. For 

example, for classification tasks, the output layer is 

typically a softmax activation function that produces 

probabilities for each class. These layers work 

together to extract relevant features from the input 

data and produce accurate predictions for various 

computer vision tasks such as image classification, 

object detection, and segmentation 

Figure 4: CNN Architecture 

4.2 VGG16 Model 
The VGG 16 [21]model is a convolutional neural network 

architecture that was introduced in 2014 by the Visual 

Geometry Group (VGG) at the University of Oxford. It 

contains 16 layers, including 13 convolutional layers and 3 

fully connected layers. The VGG 16 model is widely used in 

computer vision tasks, such as image classification, object 

detection, and segmentation. It is known for its simplicity and 

high accuracy on various image recognition benchmarks. 

4.2.1 VGG16 model configuration 

As shown in Fig 5,VGG16 uses a 3x3 filter in convolution 

layers with a stride 1, and   2x2 filter padding and max pool 

layer with stride 2. It follows this convolution and max pool 

layers consistently throughout the entire architecture. Finally, 

it has 2 fully connected layers followed by a SoftMax for 

output[22] . 
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Fig5: VGG16 Configuration 

4.2.2 Performance metrics 

There are several metrics used to evaluate the performance of 

Convolutional Neural Networks (CNNs). Some of the most 

commonly used metrics include: 

• Accuracy: This metric measures the percentage of 

correctly classified images in the dataset. It is 

calculated by dividing the number of correctly 

classified images by the total number of images in the 

dataset. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝐹𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
                 (1) 

 
• Precision: This metric measures the percentage of 

correctly classified positive instances out of all 

instances classified as positive. It is calculated by 

dividing the number of true positives by the sum of 

true positives and false positives. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                      (2) 

• Recall: This metric measures the percentage of 

correctly classified positive instances out of all actual 

positive instances in the dataset. It is calculated by 

dividing the number of true positives by the sum of 

true positives and false negatives. 

         𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                            (3) 

• F1 score: This metric is a weighted average of 

precision and recall, and is often used when both 

precision and recall are important. 

𝐹1 =  2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                             (4) 

• Confusion matrix: 

 Fig 6 shows the confusion matrix, which displays the 

number of true positives, false positives, true 

negatives, and false negatives for each class in the 

dataset. This visualization technique is commonly 

used to evaluate the performance of a CNN and to 

identify areas where it may be making errors. Where: 

TP: True Positives 

FP: False Positives 

TN: True Negatives 

FN: False Negatives 

These metrics can be used to evaluate the 

performance of a CNN on a variety of tasks,       

5. PROPOSED SYSTEM DESIGN AND 

METHODOLOGY 
The system's architectural design provides an overview of the 

different components and how they interact with each other. 

Figure 4.1 displays the architectural design of the diagnosis 

system for COVID-19 using Chest X-Ray Images. As the 

proposed system follows a deep learning approach, the first 

phase involves training the model to classify CXR images in 

the given dataset. In phase two, the user interacts with the 

system by inputting the CXR image for diagnosis and receives 

the detected disease back from the system. The research 

methodology that was referenced contains a total of eight 

phases that are designed to guide the development of a 

system. Each phase must be completed before moving on to 

the next one, and there is no overlapping between the phases. 

The output of one phase serves as the input for the next phase 

sequentially. The proposed system's process diagrams are 

depicted in  Figure 8.
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Fig 6: Confusion Matrix 

5.1 Data set 
The proposed system will be utilizing the COVID-19 

Radiography Database, which consists of chest X-ray images. 

The dataset was downloaded from Kaggle [23] and contains 

3616 COVID-19 positive cases along with 3616 Normal cases. 

Each image is 256 X 256 pixels in size. Figure 9 displays an 

example of COVID-19 CXR images from the  
dataset.  

Fig 7: The system architectural diagram 

Fig 8: The proposed system methodology with eight  phases 
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5.2 Preprocessing 
The dataset images undergo pre-processing in this phase, 

which involves resizing the images from 256X256 to 224 X  

5.3 Pre-training model 
In this phase, the dataset was trained using a VGG16 pre-

training model in order to extract CXR image features. 

5.4 VGG16 tuning 
The tuning of the VGG16 model to meet the requirements of 

the proposed system has been finished in this phase. 

5.5 Extract CXR image features 
After fine-tuning the pre-training model, the features of the x-

ray images are extracted in this phase. 

5.6 RF Versus SVM Classifiers 

In machine learning, RF (Random Forest) and SVM (Support 

Vector Machine) classifiers are two commonly used algorithms 

for classification tasks. RF is an ensemble learning method that 

consists of multiple decision trees, whereas SVM is a binary 

linear classifier that constructs a hyperplane to separate classes. 

While both algorithms have their advantages and 

disadvantages, RF is generally preferred for complex datasets 

with high dimensionality, while SVM is more suitable for 

datasets with smaller feature sets and a clear separation 

between classes. Ultimately, the choice between RF and SVM 

depends on the specific problem at hand and the characteristics 

of the dataset.The proposed system incorporates the use of 

random forest and SVM classifiers to generate results. The 

generated results are then compared, and the one with better 

accuracy is selected. 

5.7 Training model 
During this phase, the classifier was trained on the proposed 

dataset which was divided into 80% for training and 20% for 

validation. SVM parameters were chosen as Gamma=0.001 

C=5 for random forest n-estimators=200, Random-state=30. 

5.8 Model Evaluation 
In this phase, the classifier will be evaluated using various 

performance metrics to determine its effectiveness and 

accuracy. 

  

 

Fig 9: examples of COVID-19 and normal CXR images 

6. TOOL USED: 
• Google Colab environment 

It is Python development environment, that run using Google 

cloud and provides free GPU, because training models on CPU 

takes a long time so using GPU is better than CPU. It allows us 

to write and execute our deep learning applications. Dealing 

with large datasets in Google Colab is easy because it offer 

uploading the dataset on Google drive and then map it to 

Google Colab using "Mount Drive" button. In addition, it is 

suitable for machine learning. It provides a lot of popular 

libraries such as TensorFlow, Keras, PyTorch, and OpenCV 

libraries.    

• TensorFlow library 

TensorFlow is open-source library used to implement deep 

learning and machine learning  

models. It is used for fasr numerical computation also it uses 

computational graphs for data flow. The name TensorFlow 

means data flows through the graph, and each graph consists of 

nodes and each node represents mathematical operations. It's 

job is to transfer complex data to artificial neural network later 

for analysis. Moreover, TensorFlow advantage is that it can be 

deploy in a verity of platforms such as Android. Some of 

important features are true portability that means it runs on 

CPU, GPU, mobile computing . Also, language options it 
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written in C++ and Python as we use in this project. 

TensorBoard is used as visualization tool with TensorFlow 

library. Meny data types can be visualized using TensorBoard 

such as graphs, scales, images, histograms, and audio. Usually 

TensorBoard installed along with TensorFlow .   

• Keras library 

Keras is another open-source library used for deep 

learning. It is high level neural network Application 

Programming Interface (API), it can be used alone or 

also used with TensorFlow library.One of it's benefits is 

that it can run easly on both CPU and GPU. In addition, 

it allow us to easily build neural networks. About 

TensorFlow, Keras is usually used in top of Tensorflow 

library. 

 

7. RESULTS 
In this study six experiments were performed on the random 

forest technique in this study, where we initially examined 

three alternative values for n_estimators, with the finding that 

200_estimators achieved the best accuracy. In the following 

stage, we added a random_state to the best result, and the 

algorithm obtained the highest degree of accuracy by 86.7% at 

n_estimators =200 with random_state = 30. Table 1 displays 

the results of the random forest trials. Concerning the SVM 

algorithm experiment, we first compare the linear kernel with 

the rbf kernel. The linear kernel achieved the maximum 

accuracy of 95.4% in this trial. So we tried SVM with a linear  

kernel with varied C values, but all experiments produced the 

same degree of accuracy, as shown in Table 2. To do this, we 

modified the kernel to rbf with the addition of gamma, where 

we acquired the maximum accuracy from the parameter 

gamma, and then we added it to it with a C parameter to obtain 

the highest accuracy by 97.2% at kernel = rdf and C = 0.001, 

as shown in Table 3. Figure 10 shows the RBF kernel settings 

versus the accuracy.As shown in Table 4, when comparing 

SVM and RF, SVM achieved the highest accuracy  

(97%), while random forest achieved 87%. So our model used 

SVM as a classifier. 

 

8. CONCLUSION  
According to the findings of this study, artificial intelligence 

plays a critical role in achieving proactive and optimum 

COVID-19 quarantine responses. We proposed a model for 

categorizing COVID-19 CXR images using domain extension 

transfer learning in this research. The proposed system was 

effective in categorizing COVID-19 CXR images after pre-

training and fine-tuning methods in the target domain. Using 

the SVM classifier with kernel = rbf and C = 0.001, the 

suggested technique captured COVID-19 with 97.2% accuracy. 

In the future,As medical technology continues to advance, new 

methods of classifying diseases are emerging. COVID-19 is 

just one example of a respiratory illness that can benefit from 

these advancements. By utilizing the latest machine learning 

techniques, algorithms can be developed to accurately identify 

various types of lung diseases based on symptoms and medical 

history. This can have a significant impact on patient outcomes, 

allowing doctors and healthcare professionals to provide more 

targeted diagnoses and treatments. 
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Table1: Random Forest Trial Results 

 

curacy C Gamma kernel Trial 

95.4% 0.1 - Linear Trial 1 

95.4% 1 - Linear Trial 2 

95.4% 5 - Linear Trial 3 

95.4% 10 - Linear Trial 4 
 

   Table2: SVM with linear kernel Trials Results 

Accuracy random_state n_estimators Trials  

85.0% 10 150 Trial 1 

86.4% 10 200 Trial 2 

86.5% 10 250 Trial 3 

86.7% 20 200 Trial 4 

86.8% 30 200 Trial 5 

86.5% 50 200 Trial 6 
 

Table3: SVM with rbf kernel Trials Results 

Accuracy C Gamma kernel Trial 

96.1% 1 0.001 Rbf Trial 1 

84.1% 1 0.01 Rbf Trial 2 

84.1% 1 1 Rbf Trial 3 

87.0% 0.1 0.001 Rbf Trial 4 

97.2% 5 0.001 Rbf Trial 5 

87.0% 10 0.001 Rbf Trial 6 
 

Table 4: SVM Vs. Random Forest Results 

 

Accuracy F1-score recall precision Algorithm/Metric 

97.2% 97% 97% 97% SVM 

87% 87% 87% 87% Random Forest 
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Fig 10 RBF kernel parameters versus accuracy 
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