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ABSTRACT 
The growth of big data in the healthcare industry presents new 

opportunities for data-driven decision making, but also poses 

significant challenges due to the complexity and heterogeneity 

of health data. Big data analysis itself is challenging task for 

real time applications and involving machine learning make it 

more rigid towards the solution. But believing that combining 

both will provide the effective and efficient solution and 

intelligence decision making. In this study, we review the 

current state-of-the-art in big data analytics and the learning 

model for decision support system using machine learning 

techniques for healthcare, and we discuss their potential impact 

on healthcare delivery and patient outcomes. Our framework 

addresses key challenges in healthcare data, such as missing 

data, high dimensionality, and class imbalance. We also discuss 

ethical and regulatory considerations for big data in healthcare, 

and we propose a set of best practices for ensuring patient 

privacy and data security. An initial survey has been carried out 

to define the field for big data. Hadoop tools has been used for 

data analysis from various hospitals as it provides us an 

efficient way to store data in a distributed fashion which reduce 

the high storage personal units like drives and others. 

Supervised learning with hidden markov model is suggested in 

this approach for intelligent behavior of proposed model. 

Keywords 
MapReduce, Machine learning, Q-learning, Hadoop, 

Parallel processing. 

1. INTRODUCTION 
In recent years, the healthcare industry has seen an explosion 

of data from a variety of sources such as electronic health 

records (EHRs), medical imaging, genomics, and wearable 

devices. This vast amount of data, commonly referred to as big 

data, presents both challenges and opportunities for healthcare 

systems. While big data has the potential to revolutionize 

healthcare delivery and improve patient outcomes, it also poses 

significant challenges due to the complexity and heterogeneity 

of healthcare data. In health caring system a huge volume of 

big data is generated every day. Parallel processing of these 

information may be used for several purpose to ease the society. 

These data can be very important in taking future decision 

related to medical field scenario or others. Only in India, there 

are about 35.5 thousands government hospitals and if we 

assume that 50 people visit on an average in each and every 

hospital on a single day, then approximately 1.77 M volume of 

data generated. Including all hospitals data related patients or 

others may in thousands of gigabytes per day.  This huge data 

can be processed efficiently using many tools to take intelligent 

future decisions. Machine learning could be a good concept to 

apply on these big data for efficient and intelligent decision 

making. Big data is very difficult to process in traditional way 

as the volume of data is very huge [1]. Collective approach of 

big data along with machine learning can provide effective 

solution for data processing with profitable decision support 

system [2]. In section 2 we are describing about the big data 

storage technique and management using Hadoop analytical 

system as   it provides the facility of a distributed storage 

system with parallel processing capabilities. Section 3 

explaining the features of machine learning. Proposed approach 

using machine learning for big data analysis is described in 

section 4. Finally the conclusion of proposed system is 

explained in section. 

2. STORING BIG DATA 
The storage and management of big data in healthcare is a 

critical component of any big data analytics project. The 

volume, variety, and velocity of healthcare data generated from 

various sources pose significant challenges for data storage and 

management. In addition, healthcare data must be securely 

stored and protected to ensure patient privacy and data security. 

For enhancing the effectiveness of big data processing storage 

must be proper. Traditional storage systems mostly stores 

maximum information or data on single hardware. Due to this 

the chance to lose the data in case of hardware failure was more 

and also it was difficult to process data in comparison to the 

distributed storage system [3]. Read and write operations for 

storing and retrieving the data consumes more time as 

compared to copy operation. Distributed storage system 

reduces such problems by storing the data in multiple and 

distributed warehouses [4]. Data can store and retrieve as per 

requirement in less time form these storage units. Data 

warehousing involves the storage of structured data in a 

centralized repository, which can be easily accessed and 

analyzed. This approach is well-suited for healthcare data that 

is structured, such as EHRs and claims data. Distributed file 

systems, such as Hadoop Distributed File System (HDFS), 

allow for the storage and management of large datasets across 

multiple servers. This approach is particularly useful for storing 

unstructured data, such as medical images and sensor data. 

Cloud-based storage, such as Amazon Web Services (AWS) 

and Microsoft Azure, provides a scalable and cost-effective 

solution for storing and managing big data. This approach 

allows healthcare organizations to store and analyze large 

datasets without the need for significant upfront investments in 

infrastructure. Data lakes are a newer approach to storing and 

managing big data that allows for the storage of structured and 

unstructured data in its native format. This approach provides 

a flexible and scalable solution for storing and managing big 

data in healthcare. Hadoop is one of the big data analyzing tools 

that provide such kind of warehouse services. It MapReduce 

function is used in many real time systems. Figure 1 showing 

the hadoop daemons for data processing [5]. Later subsection 

shows the elements structure of hadoop as required for 

proposed approach.  
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Fig. 1. Hadoop daemons 

2.1 Distributed File System of Hadoop 
The model of distributed file system of hadoop is designed to 

work efficiently and effectively on many machines and very 

huge volume of data sets collectively using commodity 

hardware [6]. This hadoop file system supports reliability, 

scalability and fault tolerant data storage facility. HDFS 

accepts data in many format of files such as text, images, 

videos and others regardless of system architecture. It performs 

automatic optimization of high bandwidth streamed data. This 

allows user to work on various type of data. Below are 

described basic node components of HDFS architecture useful 

from the proposed approach perspective [7]. 

Name Node- It runs at the master node. This node stores and 

manages metadata about the file system in a particular file 

named fsiimage and controls the daemons of slave data node 

for execution of input and output tasks. It also carries out 

memory and I/O intensive functions in a cluster. 

Data Node- Data nodes run at slave nodes. In a cluster there 

can be more than one data node exist.  These node are the 

basic storage element of hadoop distributed file system where 

the actual data resides. 

Secondary Name Node- This node component read the file 

system in regular time interval and maintain the log record of 

changes to update the fsiimage file. Updation in this file is 

actually supporting the fast starting of name node component 

for next data.  Below figure 2, shows the basic block diagram 

of hadoop cluster with nodes. 

 
Fig. 2. Hadoop Cluster 

2.2 Variety in data 

With traditional system when different hospitals uses different 

types and categories of databases to maintain the records may 

results into an aggregation problems while using hadoop 

structure for records management such problems reduces 

highly. With this data can be store without the restrictions on 

the type of data [8]. Below are three type of structure for data 

has been defined in this distributed system.  

Structured Data: It is a form of structured data that can be fitted 

in a data model like a tabular format. 

Semi-Structured Data: This is the data that can be considered 

as a form of structured data that cannot be fitted in any type of 

formal structure of data models like metadata 

Unstructured Data: This comprises the data that has no 

predefined structure and can be in any format. Like comments, 

dates, time and others as these cannot be constrained to a 

particular structure. 

2.3 Data Scaling Approaches 

The term data scaling means that how the system model is going 

to manage and accumulate data being generated. There are two 

types of data scaling described below [9].  

Vertical Scaling: In vertical scaling the disk offering higher 

capacity is used and then shifting the data to that drive. This is 

the similar way as used in personal computer for increasing the 

storage capacity. This approach becomes infeasible when data 

grows exponential and of large value. 

Horizontal Scaling: The horizontal scaling for the data storing 

capacity of system is done by increasing the number of disks or 

computing nodes [8]. This will increase the capacity of the 

system. This approach is more useful in the cases where growth 

of data is in exponential and again a very large value is 

accumulated. 

3. MACHING LEARNING FOR BIG 

DATA   
Collectively using both big data and machine learning for 

specific field is a challenging task mainly in integration of 

models [10]. As described in previous section there is variety 

of data like structured, semi-structured and unstructured 

required special attention for decision making using big data in 

health care related units as shown in figure 3. 

 

Fig. 3. Big data to machine learning. 
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Any system be always a leaning system. It can learn to take 

intelligence decision or smart processing or other works from 

previous work. This is machine learning. In our approach this 

learning is applied for intelligent behavior of hospital systems. 

In today’s scenarios machine learning is used in almost all the 

fields, applications and domains as it covers many problems 

[11]. Based on data, training, input, output and feedback, 

learning is categorized majorly into three types. They are 

supervised, unsupervised and reinforcement learning.  Machine 

learning can be applied in healthcare to analyse big data and 

extract valuable insights that can help improve patient 

outcomes, enhance clinical decision-making, and reduce 

healthcare costs. Some examples of how machine learning is 

used in healthcare include [12]: 

Predictive modeling: Machine learning algorithms can be used 

to predict patient outcomes based on data from electronic health 

records (EHRs), medical imaging, genetic information, and 

other sources. For example, machine learning models can 

predict the likelihood of a patient developing a particular 

disease, the risk of readmission, or the likelihood of treatment 

success. 

Image analysis: Machine learning can be used to analyse 

medical images, such as X-rays, CT scans, and MRIs, to detect 

abnormalities and diagnose conditions. For example, machine 

learning algorithms can be trained to identify signs of cancer or 

other diseases in medical images, potentially improving the 

accuracy and speed of diagnosis.  

Drug discovery: Machine learning can be used to analyse large 

datasets of chemical compounds to identify potential drug 

candidates. For example, machine learning models can predict 

the activity of compounds against specific drug targets, helping 

to identify promising candidates for further development. 

Personalized medicine: Machine learning can be used to 

analyse individual patient data to develop personalized 

treatment plans. For example, machine learning models can 

analyse patient genetics, medical history, and other data to 

identify the most effective treatments for specific patients. 

Overall, machine learning has the potential to revolutionize 

healthcare by enabling more accurate diagnoses, more 

personalized treatments, and more efficient healthcare delivery 

[13, 14]. However, it is important to ensure that machine 

learning algorithms are properly validated and tested to ensure 

that they are reliable and effective before they are widely 

adopted in clinical practice. Based on medical 

recommendation, survey, and maintenance of store with the 

learning model the decision for end users is shown in figure 4. 

 

Fig. 4. Learning Model for Proposed Work 
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Table 1. Learning categories 

Learning 

Type 

Labelled 

Data 
Input Output 

Feed-

back 

S
u

p
er

v
is

ed
 

✓ ✓ ✓ X 

U
n

su
p

er
v

is
ed

 

X ✓ ✓ X 

R
ei

n
fo

rc
em

en
t 

✓ ✓ ✓ ✓ 

 
Table 1 represents the learning categorization of learning type 

for labelled data related to healthcare big data. There are many 

ongoing research efforts and proposed approaches for applying 

machine learning to the analysis of big data in healthcare [15-

17]. Here are a few examples: 

Federated learning: This is an approach where machine learning 

models are trained on data from multiple healthcare institutions 

while keeping the data local and secure. This allows for the 

creation of more robust and accurate models, while ensuring 

data privacy and security. 

Graph-based learning: This approach involves representing 

healthcare data as graphs, where nodes represent patients, 

diseases, treatments, and other variables, and edges represent 

relationships between them. Machine learning algorithms can 

then be used to learn patterns and relationships within the graph, 

enabling more accurate predictions and diagnoses. 

Reinforcement learning: This approach involves training 

machine learning models to make decisions and take actions 

based on feedback from the environment. In healthcare, this 

could involve training models to make treatment 

recommendations based on patient data, and then adjusting 

those recommendations based on the patient's response.  

Explainable AI: This approach involves developing machine 

learning models that can provide explanations for their decisions 

and predictions. In healthcare, this could help clinicians 

understand why a particular treatment was recommended, and 

provide insights into the underlying factors that contribute to a 

patient's health. 

4. PROPOSED APPROACH 
In this approach we are providing the concept for ease of society 

in hospitals by using big data with the help of machine leaning. 

For estimation and classification of stored data a support vector 

machine or hidden markov model can be applied for supervised 

learning and for intelligent decision making on them a model 

free Q or R- learning can be used. The raw data from various 

hospitals having records of daily patient monitoring, stocks, 

employees management and others have been collected in 

distributed system. Firstly, the data is collected in our 

distributed system from different hospitals. As we are working 

only on medical representation, survey and stocks related 

activities therefore we are only collecting raw data related to 

them only. After receiving data has been aggregated into system 

and load in form of Resilient Distributed Dataset (RDD) for 

further processing.  Following substructure need to understand 

for big data processing as shown in figure 5. 

Medicine Recommendation: - This structure is related to end 

user requirements in which aggregated data can be analyzed 

using query, clean, process and result stages. 

Process data: - This substructure is finally processing and 

analysing the filtered data to produce desired output as per used 

requirements and this data is processed to produce out- put. This 

is the step in which the analysis is actually performed. 

Show result: - This displaying the desired output to user. 

Survey - This field can be used for analysis of existing data sets 

for further decisions and survey.  We used Spark SQL tool for 

this purpose on collected data: In survey structure following 

procedures and parameters are used to carry out analysis on data 

by analyst. Query: - In this, according to tasks need to 

performed on data a query is invoked by the approach model. 

Clean: - Whatever the data collected needs to filter as per 

desired work and tasks. For this a clean procedure has been 

setup to filter the data which is irrelevant to our analysis 

requirement. 

Field name: - It is the part where the analyst is going to feed the 

system parameters for analysis. 

Clean: - In this the data is irrelevant to our analysis requirement 

is filtered. 

Analyze: - Analyst set some query to analyze the data for 

survey. Here data has been process to produce output according 

to the query. This is the step in which the analysis is actually 

performed. 

Result: Here we generate the graph of output. This graphical 

representation of survey provides better insight and supports in 

comparison with others fields as per requirement. 

Stock maintenance: With this a requirements prediction is 

possible. The system can be used to provide an idea or alert to 

the management of the hospitals about the possible shortage of 

the stock of a certain medicine or some other hospital. Stock 

related things that will be needed to be restocked in the near 

future in order to avoidance the chaos due to some type of 

shortage. Below are suggested procedure for this. 

a) Proper maintenance of data about the stock. 

b) Use the prescription data to calculate the consumption of a 

particular medicine. 

c) Set an optimal period for monitoring the consumption rate 

of medicines. 

d) If the quantity of a medicine is gone below a set floor value 

of stock or consumption is increased significantly and is 

still increasing in some fashion. 

e) Calculate the time of expected exhaustion of stock of 

the medicine using mathematical functions on pattern observed 

in data in last step. 

f) Notify the management about the expected time the stock 

might get exhausted. 

After these structure a supervised learning model has been 

applied in our model for various data sets. 
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Fig. 5. Flow of Proposed Work

5. CONCLUSION 
Here we get a very efficient system for analysis in parallel and 

storage of big data in a distributed environment. The system 

provides us to remove the need of very high-end system which 

may result in costing a lot in setting up the system as everything 

has to be stored on   a single machine and has to be processed 

on a single system which will also result hi high computational 

cost increasing the time taken to analyze.  By using this we can 

fulfill a lot of our management and analysis requirements on a 

moderate costing system. This system is going to let us perform 

some specific type of recommendation tasks. 

6. FUTURE SCOPE 
There are some work that can be include in this for future aspects 

such as a predictive analysis system can be embedded into this 

model or a streaming order like spark can be used to process real 

data of other applications. Other learning like’s an unsupervised 

algorithms can be applied on this model to compare the 

efficiency of results. 
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