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ABSTRACT 

Voice recognition technology nowadays is gaining so much 

importance, and plenty of work has been done on it for different 

languages like English, Arabic, Hindi, Chinese, etc. But when 

we talk about a language like Gujarati, we find a particular lack 

of work. In this paper, we examined the process of voice 

recognition in Gujarati. The systematic literature review for 

voice recognition has been shown here. This paper mainly 

focuses on the problems that can be found in voice recognition 

systems for Gujarati. 
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1. INTRODUCTION 
A user-friendly interface is provided by voice recognition 

systems to the user. Having it in natural languages will make it 

more beneficial. Voice recognition software allows people with 

impairments and those who are less at ease using machines due 

to lack of expertise or a language barrier to use technology. The 

user benefits from a convenient, hands-free environment thanks 

to voice recognition in native languages. The voice recognition 

approach is frequently used to address practical problems. The 

effectiveness and performance of speaker recognition systems 

are influenced by numerous factors. The task of creating an 

autonomous speaker recognition system is difficult because of 

the many grammatical conventions, noisy surroundings, and 

speaker pronunciations. 

2. ANALYSIS OF RESEARCH WORK IN 

DIFFERENT LANGUAGES 
The work done on speaker recognition for several languages in 

different situations, along with multiple feature extraction 

techniques, is summarized in the tables below. 

Table 1: Analysis of Voice Recognition in different 

languages 

Author 
Dataset/ 

Language 
Performance 

Major 

Findings 

[2] 
Real Speech 

Dataset English 

93.33% 

accuracy 

Noisy Speech 

Signals 

Affects the 

performance 

[3] 

Voxceleb 

(English 

Language) 

Speaker 

Identification 

89.1% 

Accuracy & 

Speaker 

Accuracy can 

be improved 

in terms of 

speech 

identification 

Verification 

EER 5.5% 

[4] 

Real Speech 

Dataset Hindi (10 

M /5 F & 17 

trails) 

Text 

Independent : 

MFCC-VQ-

77.64% / 

MFCC-GMM-

86.27% Text 

Dependent : 

MFCC-VQ-

85.49% / 

MFCC-GMM-

94.12% 

Accuracy 

can be 

improved in 

terms of 

text 

independent 

speech 

recognition 

[5] TIMIT (English) 6.94% EER 

used Low 

dimensional 

Feature 

vectors 

[1] 
English(Voxceleb 

Dataset) 
3.48% EER — 

[6] 
Dataset:  

LDC-IL 

96.2% for 

Speech 

Identification 

Dataset 

comprising 

single 

words & 

phrases of 

adults. 

[7] 

Manually 

Collected Dataset 

of 30 speakers 

(10 F & 20 M) 

Accuracy rate 

is 1% higher 

than traditional 

MFCC+GMM 

approach 

Accuracy can 

be improved 

in terms of 

new approach 

[8] 
VoxCeleb2(6000 

speakers’ dataset) 

Obtain 3.48% 

Equal Error 

Rate. 

Determine if 

two given 

uncontrolled 

utterances 

originate from 

the same 

speaker or not. 

[9] 

Fisher (English, 

Arabian, 

Chinese) 

4000 Speakers & 

343 Hours speech 

signal 

76.9% 

accuracy rate 

for individual 

voice 

segments, and 

99.5% for each 

Doubling the 

dataset can 

lead to 

accuracy 

improvement 

for the 
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speaker as a 

bundle. 

BiLSTM 

model. 

[10] 
sepedi Home 

Language 

Accuracy: 

MLP:  97% 

RF: 99.9% 

 It was 

observed that 

MLPs 

performed 

well on the 

given dataset, 

however, 

Auto-WEKA 

selected 

Random 

Forest as the 

best algorithm 

[11] 

Manually 

Collected 

Database in noisy 

Environment 

82% accuracy 

using MFCC 

model 

In this paper, 

an automatic 

speech-

speaker 

recognition 

system is 

implemented 

in a real time 

noisy 

environment. 

[12] THUYG-20 EER is 4.01% 

Speaker 

identification 

for short 

utterances 

using English 

manual and 

THYUG 

dataset. 

[13] Dataset: Arabic 

98.38% 

recognition 

rate 

Dataset were 

recorded in 

office 

environment 

and only 5 

fixed 

sentences are 

considered 

[14] 

2 different 

corpora of British 

English (adult, 

children) 

17% and 31% 

relatively 

improvement 

over baseline 

In this, the 

effectiveness 

of prosody-

modification 

technique 

based on fuzzy 

classification 

of spectral 

bins is studied. 

[15] 

Dataset: Studio 

Recordings & 

Dialogs of Indian 

Language  

Overall, 96.2% 

accuracy 

ERIL is a 

multilingual 

emotion 

classifier, it is 

independent of 

any language 

[16] 

Manually 

Collected Audio-

Visual dataset: 

154 identities, 3 

language 

annotations 

Performance 

Degradation 

Audio-Visual 

Speaker 

Recognition 

[17] 

Kaggle & Urdu 

Corpus (Regional 

Language of 

Pakistan) 

vectors method 

demonstrates 

80.4% FSR 

accuracy. With 

AC, it achieves 

85.4% 

accuracy. With 

LI, its accuracy 

is 90.2%. 

Whereas by 

combining AC 

and LI it 

obtains 95.1% 

accuracy. 

This new 

method is 

based on 

extracting 

accent and 

language 

information 

from short 

utterances. 

 

[18] Indian Languages 
Accuracy Rate 

98.34% 

Identify not 

only 

frequency of 

voice but also 

textual 

features to 

improve 

accuracy I.e., 

a person can 

be angry with 

a slow voice. 

[19] 

English: 

Voxceleb1 

(153516 audio 

files extracted 

from 1251 

speakers) 

95% accuracy 

(Top - I 

accuracy rate 

for voxceleb1.) 

____ 

3. ANALYSIS OF RELATED WORK IN 

GUJARATI LANGUAGE 
A Systematic survey has been done for a speaker recognition 

system developed for Gujarati language. the summary of this 

survey discussed here: 

A model has been purposed for automatic speaker 

identification in Gujarati. Model includes two major processes: 

voice verification of speakers and identification. At registration 

phase voice model generated and stored on smart card that will 

be further used for verification. There also listing of some 

verification errors which include stress, time varying, aging, 

sickness etc. model presents phases that include feature 

selection and measures and pattern matching. Two types of 

models are included stochastic and template. The proposed 

model is implemented using MARF (Modular Audio 

Recognition Framework) which includes a collection of 

algorithms of sound, speech and natural language 

processing[20]. 

An algorithm that worked in different 13 languages like 

Gujarati, Assam, Punjabi, etc. includes the speaker recognition 

model like HMM and CNN and has an accuracy of 95.21% in 

both the environment text-dependent & text-independent but 

found language mismatch more pronounced in speaker 

verification. 
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The Speaker-independent systems that accept telephony 

commands in Gujarati that used speaker independent 29 words 

for the experiment. Implementation is done using HMM based 

speech recognizer Sphinx4 toolkit. In the whole experiment 20 

speakers are involved, 10 female and 10 males with the age 

criteria between 20 to 30 years. Total 29 words were used for 

testing as a command. During the experiment, Average 

accuracy for female speakers was 83.79%. Average accuracy 

for male speakers found 80%. The minimum accuracy of the 

system is 72.41% and after taking extra care the system can 

achieve highest accuracy up to 96.55%. Average accuracy rate 

of all the words found 83.62%[21].  

A multilingual model including Gujarati SPEAKERSTEW for 

identifying a speaker. The model capable of working with 

different 46 languages at the same time. That model work for 

text-independent speaker recognition systems with 73% 

accuracy[22]. 

The impact of online speaker adaptation on the performance of 

a speaker independent, continuous speech recognition system 

for Hindi language also been listed as a part of speaker 

recognition system. The speaker recognition is executed using 

the Maximum Likelihood Linear Regression (MLLR) 

transformation approach. The MLLR transform based speaker 

adaptation technique is found to significantly improve the 

accuracy of the Hindi ASR system by 3%. After the experiment 

they have concluded that MLLR transform based speaker 

adaptation of Hindi speech models indeed decreases the 

recognition error by a factor of 0.19. 

A multilingual model for speaker recognition that includes all 

the Indian languages they used the MFCC method for feature 

extraction and built their own model for identifying the 

speaker. Modal also worked for emotions recognition for a 

person like a person can be angry while having a slow voice 

tone. The model provides 98.34% accuracy [18].  

Based on the analysis, it can be inferred that numerous models 

have been created to identify various speech parameters, such 

as emotions, voice, and pitch, across different languages. 

However, when considering models specifically designed for 

recognizing speakers in vernacular Gujarati dialects, a notable 

deficiency in accuracy becomes apparent. 

Despite significant efforts in speaker recognition for the 

Gujarati language, there remains an unexplored territory 

regarding accuracy in specific recognition across different 

environments and accents. It is emphasized that each region has 

its unique speech accents, which demand focused attention for 

achieving precise results. Furthermore, the challenges posed by 

the limitations and complexities of the Gujarati Framework 

underscore the extensive research opportunities in 

implementing speaker recognition systems. 

4. CONCLUSION & FUTURE 

ENHANCEMENT 
This paper presents the research activities done in the area of 

Gujarati voice Recognition using different platforms and 

experimenting the same on various models along with different 

sample sizes. The activity of Voice recognition involves taking 

sound in the form of input and providing text, which exactly 

matches the sound. Speaker recognition process deals with 

variability in an individual's speech, range, pitch, accent, style 

of speaking etc. The previous model might provide a higher 

accuracy rate for multi languages but the model specifically 

worked for Gujarati language has not had that much of 

accuracy rate. There is therefore an opportunity to design a 

Voice recognition system for Gujarati. 
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