
International Journal of Computer Applications (0975 – 8887)  

Volume 186 – No.6, January 2024 

33 

A Comprehensive Study of Resume Summarization 

using Large Language Models 

Akshata Upadhye 
Cincinnati, OH, USA

 

ABSTRACT 

Due to a large number of applications received for a job 

posting, the recruiters and hiring teams can afford to spend very 

less time reviewing each resume. Due to the time constraint, it 

could be very helpful to the recruiters and the hiring teams if 

the key information from a resume could be summarized to 

provide a quick overview of the candidate’s skills and 

experiences for initial screening. Therefore, this research 

focuses on exploring resume summarization through the 

utilization of various Language Models. This study explores 

the efficiency of various models like the BERT, T5 and BART 

for extractive and abstractive summarization in 

comprehensively summarizing diverse resumes. The research 

investigates the potential of LLMs in capturing important 

information, skills, and experiences, aiming to enhance the 

efficiency of the hiring process. By leveraging the power of 

these language models, the goal of this research is to contribute 

to the evolution of resume summarization techniques, offering 

a more context-aware approach for recruiters and the hiring 

teams.   
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1. INTRODUCTION 
Employers often receive a large number of applications when 

they post job openings on sites like LinkedIn. Therefore, with 

a large number of applications being received, there are 

hundreds of resumes which at times can cause a delay in 

reviewing the candidates. In such a scenario, summarizing 

resumes will allow recruiters and the hiring managers to 

quickly review and screen the candidates, saving them time to 

focus on the most relevant applicants. Additionally, a well 

summarized resume allows the recruiters to identify candidates 

who closely match the requirements of the job since it provides 

a snapshot of the candidate's key qualifications, skills, and 

experiences. A lengthy resume can be overwhelming for the 

recruiters and therefore a summary can be helpful in capturing 

the essence of the candidate's professional background for the 

recruiters without getting bogged down in excessive details. 

Given the volume of job applications received by the 

employers, manually summarizing each resume can be time-

consuming. With the advancements in the field of Natural 

Language Processing, it is possible to automate the resume 

summarization process. Therefore, automated tools can quickly 

process and summarize resumes in large batches, allowing 

recruiters to focus their time on the most promising candidates. 

In addition to the time efficiency, automated tools also ensure 

a standardized approach to resume summarization which helps 

reduce any possibility for human bias thus promoting fair and 

objective candidate evaluations. Additionally, as the automated 

tools can summarize resumes in large batches, they enable the 

organizations to manage high volumes of applications without 

compromising the quality of the summarization process. 

Finally, by automating the resume summarization the HR 

professionals can allocate their time more strategically to focus 

on the promising candidates for the job. Hence automated 

resume summarization can be used as aid to enhance efficiency 

and objectivity in the early stages of the recruitment process.  

2. RELATED WORK 
This section is used to describe the existing techniques and 

applications for text summarization. Due to the recent 

developments in Natural Language Processing and Deep 

Learning research various methods to summarize text have 

emerged and continue to emerge. This section will present the 

different techniques for text summarization and the 

applications in which they are currently used. 

2.1 Extractive Text Summarization 
Extractive summarization technique is a method which creates 

a concise summary by extracting and combining the most 

important sentences from the source text. Therefore, in this 

method new sentences are not generated as a part of the 

summary.  

The paper [1] explores diverse mechanisms used in the 

extractive text summarization process in order to provide a 

comprehensive comparison of various approaches in extractive 

summarization. Although text summarization has been an 

ongoing effort, in the recent times there has been a shift in the 

applications of text summarization in diverse content such as 

advertisements, blogs, emails, and news articles and simple 

sentence elimination has proven effective across such 

applications. The review paper also addresses the gap and 

numerous challenges of extractive text summarization.  

The paper [2] explores the vast amount of research in text 

summarization and categorizes the text summarization into 

different groups based on the techniques used. The paper 

examines the relationship between text mining and 

summarization and highlights the crucial design criteria for text 

summarization systems and introduces diverse approaches 

while emphasizing the essential parameters used for ranking 

the important sentences. Finally, the study concludes by 

discussing the important evaluation methods used in text 

summarization.  

The paper [3] discusses the significance of effective lecture 

summarization that could be very helpful for university 

students’ study and memory enhancement. The paper discusses 

some of the existing research in this area such as TextRank and 

also states the drawbacks of this approach. Additionally, the 

paper introduces the BERT model which is able to improve the 

summarization by utilizing contextual information. The paper 

presents a lecture summarization service utilizing BERT, 

tailoring summaries based on user configurations which is a 

notable advancement in the field of text summarization. 
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2.2 Abstractive Text Summarization 
Abstractive text summarization can be used to generate a 

concise summary of the text by using Natural Language 

Processing techniques to understand and interpret the important 

aspects of a text. These techniques usually generate large 

amounts of text by creating acceptable representations based on 

the input text which is then summarized into suitable output. 

Therefore, the summary created using this technique may 

contain new phrases or sentences.  

The paper [4] highlights the significance of text summarization 

in NLP and data mining applications. The paper explores 

various extractive summarization techniques being available 

for various languages, including Bengali. However, the 

researchers found a gap exists in the domain of Bengali 

abstractive text summarization. Therefore, the paper explores 

diverse abstractive data mining approaches for summarizing 

text documents in various languages and provides a 

comparative analysis of these works. Finally, the researchers 

propose of a novel abstractive summarization technique 

specifically tailored for the Bengali language.  

The survey presented in the paper [5] examines diverse 

methods of abstractive summarization to provide a 

comprehensive comparison of various techniques. It also 

highlights the advantages of abstractive summarization such as 

their ability to generate cohesive, coherent, and information-

rich summaries with reduced redundancy. The review also 

addresses the current challenges and suggests future research 

directions particularly in terms of space and time complexity, 

which are yet to be fully explored.  

The study in paper [6] comprehensively explores recent 

advancements in Automatic Text Summarization (ATS) re- 

search specifically using abstractive techniques. The focus of 

this study is on deep neural sequence-to-sequence models, 

Reinforcement Learning (RL) approaches, and Transfer 

Learning (TL) approaches using Encoder-decoder 

architectures, particularly those employing deep sequence-to-

sequence models. This survey analyzes abstractive text 

summarization types, datasets, techniques, architectures, 

challenges, solutions, contributions, evaluation metrics, 

research trends, and State-of-the-Art (SotA) model 

comparisons. 

2.3 Extractive Abstractive Text 

Summarization  
This method of generating an extractive summary to get all the 

key information and then applying an abstractive summarizer 

to generate a summary based on all the key points in a piece of 

text proposed in the study [7] is especially useful for longer text 

documents. 

3. BACKGROUND 
This section presents some of the pretrained language models 

that can be used for extractive and abstractive summarization 

of text and also presents some of the metrics used for evaluating 

the summary generated using these language models. 

3.1 Pretrained Language models for text 

summarization  

3.1.1 bert-extractive-summarizer 
BERT Extractive Summarizer [3] is used to extract key 

information using the BERT natural language model. BERT 

uses RNN, Attention mechanisms, and Transformers, to 

understand human languages. This method aims to reduce 

memory usage while preserving content value and allows 

control over summarization aspects such as sentence count and 

character count which is useful in selecting prominent 

sentences for a comprehensive summary. 

3.1.2 T5-large  
T5-large language model refers to a variant of the T5 (Text-to-

Text Transfer Transformer) model, which is a Transformer-

based model developed by Google Research for natural 

language processing tasks [8]. The “large” designation 

indicates a larger number of parameters compared to smaller 

versions. T5-large is specifically designed for text-to-text tasks, 

meaning it can be used for various NLP tasks to convert input 

text into output text such as language translation, text 

summarization, etc. This model has achieved state-of-the-art 

performance on various natural language understanding and 

generation tasks when fine-tuned on specific datasets. 

3.1.3 stevhliu/my-awesome-billsum-model  
This model is obtained by finetuning the T5-small language 

model for abstractive summarization using the California state 

bill subset of the BillSum dataset uploaded on the hugging face 

models repository [9]. 

3.1.4 facebook/bart-large-cnn 
This model is obtained by using BART pretrained language 

model which has a bidirectional encoder and an autoregressive 

decoder which makes it suitable for text generation tasks such 

as summarization. bart-large-cnn model is obtained by fine 

tuning the BART language model on the CNN Daily Mail 

dataset [10]. 

3.2 Evaluating the summarization 
ROUGE (Recall-Oriented Understudy for Gisting Evaluation) 

[11] is a set of metrics used for the evaluation of machine 

generated text, specifically in the context of text 

summarization. ROUGE measures the quality of text 

summaries by comparing them to gold standard reference 

summaries. The main ROUGE metrics include: 

3.2.1 Rouge 1 
The Rouge 1 metric calculates the overlap of unigrams 

(individual words) between the machine generated summary 

and the reference summary. It calculates how many unigrams 

in the generated summary match those in the reference 

summary. 

3.2.2 Rouge 2 
Similar to Rouge 1, Rouge 2 metric evaluates the overlap at the 

bigram level. It considers pairs of consecutive words in the 

machine generated and reference summaries.  

3.2.3 Rouge L 
ROUGE-L measures the longest common subsequence 

between the machine generated summary and the reference 

summary. Therefore, it takes into account the longest sequence 

of words that appears in both summaries while allowing for 

some flexibility in word order.  

3.2.4 Human Evaluation  
Apart from the metrics discussed, human annotators can 

validate the summarization by reading the original text versus 

the summary and then rate it on various criteria such as 

relevance, coherence, conciseness, and readability. This is the 

most reliable evaluation method, but it comes at a cost and is 

time-consuming. 

4. METHODOLOGY  
This section describes the proposed methodology for building 

a resume classifier as shown in Fig 1. 
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4.1 Preprocessing the resumes  
For this step every model’s respective text tokenizer will be 

loaded from the repository and used to tokenize the resumes 

before summarization.  

4.2 Generating abstractive summary  
In this step the T5-large, stevhliu/my-awesome-billsum-model 

and facebook/bart-large-cnn pretrained, finetuned language 

models are loaded from the hugging face repository and used 

to generate abstractive summary from the original resume. 

4.3 Generating extractive summary 
In this stage the bert-extractive-summarizer pretrained model 

will be loaded and used to generate an extractive summary for 

every resume. The ratio parameter will be set to 0.5 to generate 

a summary with 50% length of the original text. This helps 

capture the relevant sentences from the original resume.  

4.4 Generating extractive-abstractive 

summary 
In this phase the T5-large, stevhliu/my-awesome-billsum-

model and facebook/bart-large-cnn pretrained, finetuned 

language models are loaded from the hugging face repository 

and used to generate abstractive summary from the extractive 

summary of every resume generated using the bert-extractive-

summarizer pretrained model. This helps generate a summary 

covering the important points within the whole resume.  

4.5 Evaluating machine generated 

summaries 
Once the summaries are generated using both the techniques 

using various language models the summaries are evaluated by 

using the ROUGE metrics and with human judgement.  

5. DATASET 
For this research a resume dataset from Kaggle containing 962 

resumes has been used. A sample of 100 random resumes has 

been taken from this dataset to test the performance of various 

summarization techniques,  pretrained language models and 

finetuned pretrained language models.  

6. RESULTS AND INTERPRETATION 
In this section the results of summarizing resumes will be 

presented with an in-depth analysis of ROUGE metrics and a 

gold standard resume summary, and the corresponding 

summary generated using various techniques.  

 
Fig 1: Gold Standard Summary 

The summary presented in figure 1 is the gold standard 

summary for the one of the resumes from the dataset. As can 

be observed, the resume seems to belong to a Data Science 

candidate with relevant skills and experience. Now let’s dive 

into the analyzing the machine generated summaries using 

extractive, abstractive and extractive-abstractive 

summarization techniques for the same resume represented in 

the gold standard summary. 

 
Fig 2: BERT extractive summary 

6.1 Extractive summary results 
The figure 2, presents the resume summary generated using the 

BERT extractive summarizer pretrained model. As can be seen 

the model does a good job of combining the most significant 

sentences to form a summary. Therefore, the ROUGE metrics 

as shown in the table I have values above 0.6 which indicates a 

good match with the reference text 

Table 1. ROUGE metrics for extractive summarization  

Model 
ROUGE 

1 

ROUGE 

2  

ROUGE 

L  

bert extractive summarizer 0.664 0.605 0.664 

 

6.2 Abstractive summary results  
Figures 3 and 4, represent the resultant summaries generated 

using the T5-large and stevhliu/my-awesome-billsum-model 

pretrained language models respectively by using the original 

resume as the input. As it can be seen these summaries only 

cover the context of the resume partially, because the resume 

input gets truncated due to the model’s maximum acceptable 

token input length. Whereas in the figure 5, representing the 

summary generated by the facebook/bart-large-cnn pretrained 

model, it can be observed that the summary is relatively more 

comprehensive when compared to the other two models. This 

is due to facebook/bart-large-cnn’s longer acceptable token 

input length. Therefore, the facebook/bart-large-cnn is able to 

provide a better overview of the candidate’s resume. The 

ROUGE metrics for these models vary in the range 0.2 - 0.4 

which is good considering the short summary. 

Table 2. ROUGE metrics for abstractive summarization 

Model 
ROUGE 

1 

ROUGE 

2  

ROUGE 

L  

T5-large 0.274 0.187 0.274 
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my-awesome-billsum-

model 
0.411 0.344 0.411 

bart-large-cnn 0.368 0.268 0.366 

 

6.3 Abstractive Extractive summary 

results 
Abstractive-Extractive summarization will help overcome the 

problem of abstractive summary generated using the first few 

lines of the resume due to models limited input token size. By 

using this approach, the extractive summarizer will be able to 

reduce the length of the input resume by keeping the most 

relevant sentences in the extractive summary. This extractive 

summary is then fed to the abstractive summarization models 

to generate a comprehensive yet short summary of the resume. 

As it can be seen in figure 6, the summary is generated using 

T5-large pretrained model using the extractive summary 

generated using bert-extractive-summarizer model as the input. 

It can be seen that this summary covers relatively more context 

for various projects mentioned by the candidate when 

compared to the summary in figure 3 generated using the T5 

abstractive summarization on the entire resume.  

Table 3. ROUGE metrics for extractive abstractive 

summarization 

Model 
ROUGE 

1 

ROUGE 

2  

ROUGE 

L  

T5-large 0.410 0.302 0.410 

my-awesome-billsum-

model 
0.577 0.497 0.576 

bart-large-cnn 0.495 0.390 0.494 

 

Similarly in figure 7 which represents abstractive summary 

generated with stevhliu/my-awesome-billsum-model using the 

extractive summary as input, relatively more context is covered 

but it mostly contains the skills which might not be entirely 

useful as a summary. In figure 8 which represents abstrative 

summary generated with facebook/bart-large-cnn model using 

the extractive summary as input, it can be seen that the 

summary is quite comprehensive and covers the important 

points from various projects within the resume. Therefore, the 

summary generated using facebook/bart-large-cnn after 

extractive summarization, is giving a good idea about the 

overall experience of the candidate in a few sentences which 

can be very helpful for a recruiter and the HR teams, while 

reviewing a bunch of resumes.  

The ROUGE metrics for this hybrid approach vary in the range 

0.3 - 0.6 which is really good considering the short length of 

the summary. 

 
Fig 3: T5 abstractive Summary 

 
Fig 4: stevhliu/my-awesome-billsum-model abstractive 

Summary 

 

Fig 5: facebook/bart-large-cnn abstractive Summary  

 

Fig 6: T5 extractive abstractive Summary  

 

Fig 7: stevhliu/my-awesome-billsum-model extractive 

abstractive Summary 
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Fig 8: facebook/bart-large-cnn extractive abstractive 

Summary 

7. CONCLUSION 
In conclusion, this paper has explored various natural language 

processing techniques for automating resume summarization, 

specifically by leveraging Large Language Models (LLMs) 

such as BERT, BART and T5 and their fine-tuned variants. 

Through a thorough exploration of these models, their potential 

to revolutionize the summarization process has been 

highlighted and their limitations have been discussed in this 

paper by using examples and various metrics. By 

demonstrating the effectiveness of LLMs in capturing the 

intricacies of resumes, including skills, experiences, and 

qualifications this study opens new avenues which can help 

provide the recruiters and the hiring teams with a context- 

aware tool for initial candidate pool evaluation for enhancing 

the efficiency and accuracy of the hiring process. Additionally, 

a demonstration of using a hybrid approach utilizing both 

extractive and abstractive summarization was presented with 

good results to generate a comprehensive short summary of the 

resume. Therefore, with the development and research in the 

field of natural language processing and the integration of 

LLMs into resume summarization showcases a promising 

direction for future research and practical applications in talent 

acquisition. 
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