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ABSTRACT 
There must be an exact system for monitoring the influenza 

outbreaks to have an optimum solution for the recovery of 

infected people’s health. For reducing the spread of future 

outbreaks of influenza virus, forecasting plays an important 

role. Influenza a is type of disease which is transferred to 

human beings through pigs, found in animals. It became 

pandemic in Spain, approximately, 1/3rd of human 

population died and 1/4th of pig population. Again in 2009, 

influenza "A" caused millions of deaths, and spread like a 

pandemic rapidly. Variety of researches inspected data 

obtained from World Health Organization and local 

hospitals at country level. This research work is based on 

mathematical biology using data science techniques in the 

domain of machine learning. This research suggests a 

modeling scheme for influenza pandemic predictions, its 

different classifications and types such as H1N1, B-Victoria 

etc. via machine learning prediction and regression as well 

as classification algorithms such as Logistic Regression 

(LR), Support Vector Machines (SVM) using Linear, 

Polynomial and RBF kernels; Naïve Bayes (NB) and 

Random Forest (RF) method for the prediction of influenza 

disease and its outbreak, the influenza kind became 

pandemic with the infected populated area. After using 

various kernels in SVM algorithm, it is observed that 

Polynomial and Linear kernels have approximately the 

same accuracy scores, while RBF kernel was not best-fitted 

for the considered influenza datasets. As far as the overall 

performance is concerned, at average, RF has the highest 

accuracy score as 74% while the LR had also the better 

average score as 72% after RF. After applying the 

considered ML algorithms, Random Forest algorithm 

performed in well-effective manner and comparatively it 

was analyzed as the best-fitted algorithm for the considered 

datasets. 

Keywords 
Influenza, pandemic, Forecasting model, H1N1, Influenza, 

Data science, Biology, Logistic Regression, SVM, Linear 
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1.1. INTRODUCTION 
In the domain of scientific literature, this research work 

embarks on a comprehensive exploration of the influenza 

pandemic through the lens of machine learning. The study 

delves into the application of advanced computational 

techniques to analyze real-life datasets, offering a nuanced 

understanding of the intricate patterns and dynamics within 

the context of the influenza outbreak [1]. Through this 

research, valuable visions have been unraveled that 

contribute to the evolving landscape of public health and 

data-driven decision-making through findings. Influenza 

pandemic has been an important factor to be diagnosed at 

the global level. Different studies made on this pandemic 

using different methods. Machine learning methods have 

been considered the great source to forecast the future 

outbreaks and the types of influenza are to be discussed 

along with their mathematical and machine learning 

algorithms. After 2009, influenza caused millions of deaths 

[2]. Scientists and doctors worked on it to diagnose it 

carefully to find out the optimal solution. 

1.2.Machine Learning Methods for 

Influenza Prediction 
In Machine Learning, various methods are used for the 

analysis, prediction and interpretation of different 

parameters of Influenza pandemic such as number of the 

cases, types, outbreaks as well as the binomial and 

multinomial data related to the parameters and symptoms. 

Each method has different domains required to get the 

required optimum result depending on the type of data [3]. 

Logistic Regression in the analysis of presence and absence 

of influenza symptoms such as vaccinated vs not-

vaccinated, male vs female, wash-hands vs non-wash-

hands, is another version of multiple linear regression 

analysis with extension of categorical outcome variable [4]. 

For fitting the data in well-effective manner, it is expected 

that the predictors are uncorrelated with one another and are 

meaningfully related to the answer. There is also 

uncorrelation in between the observations or data elements 

of model [5]. Support Vector Machine is an algorithm used 

to classify and predict regression monitored by machine 

learning theory to have better and improved predictive 

accuracy [6]. These are the systems which utilize the linear 

functions space in a higher feature space. For a certain 

dataset, it provides a better sketch of studying the problem 

of gaining knowledge, making forecasting or predictions as 

well as the decision making operations  [7]. Naïve Bayes 

algorithm is a type of Supervised learning algorithm and it 

works on the concept of Bayes Theorem contained in the 

statistical theory. It is usually considered when there exists 

a dataset based on classification. It works for n-dimensional 

influenza training dataset and mostly used in text 

classification. In the prediction and classification of 

medicines specially pandemics, NB plays an important role 

as it works faster than other machine learning algorithms for 

the better predictions [8]. 

1.3.Influenza Disease 
The Influenza illness is instigated by the elements of the 

orthomyxovirus family in which there four sorts of 

influenza viruses categorised as A – D. from different 

studies, it is observed that orthomyxoviruses such as 
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Influenza virus contains a segmented genome including 8 

segments for Influenza A and B viruses while 7 segments 

are belonging to Influenza C and D, the segmented genome 

imitates in the nucleus [9]. 

1.4.Classification of Influenza Virus: 
Basically, influenza germs are contained in Ribonucleic 

acid (RNA) viruses’ category. Clinically, they are 

categorized into three types A, B and C with their further 

subtypes. Influenza A has 8 generic fragments containing 

18 hemagglutinin (HA) and 11 neuraminidase (NA) 

subtypes. For instances: B/Florida/06/2009 is the 6th 

influenza Type-B virus strain in 2009 in Florida. 

C/Paris/3/74 is the 3rd influenza Type-C virus strain in 1974 

in Paris [9]. Influenza virus classification is prescribed in its 

generalized form as in Figure 1. With H1N1, H2N1 and 

H3N2, humans are affected. Animals and birds are infected 

by mixtures of H5N1, H7N9 and H9N2. While, H17N10 

and H18N11 are found in bats [10]. In three different 

categories A, B and C. Influenza A produces periodic 

pandemic globally. Influenza A is the most dangerous and 

infectious caused dangerous and undying simple respiratory 

diseases. While influenza C causes minor diseases and it 

appeared in mostly animals and birds [10]. 

 
Figure 1: Influenza Virus Strain Pseudocode Presented 

in Literature  

2. RELATED WORK 
Globally, pandemic forecasting / prediction is the most 

common research area for scientists and researchers in the 

field of mathematical biology just to get the optimum 

solution and the best outcome within the time [11]. The 

reason is to take in-time medicine suitable decisions. 

Influenza occurrence can occur in unexpected times, so for 

future disasters, the forecasting of this influenza disease in 

very much crucial [12]. 

Marco Cacciabue et al. (2023) developed model based on 

an advanced machine learning algorithms for having 

accurate predictions, some influenza type A and B types 

were taken into consideration for analysis and future 

outbreaks and predictions. The models have the 99.5% and 

99.3% accuracy for FULL HA and HA1 representations 

respectively [13]. 

Daniel Palomar et al. (2023) presented a machine learning 

model for influenza A Virus by using hemagglutination 

inhibition (HI) that exactly predicted outputs of HI 

comprising of human IAV H3N2 viruses by taking the 

sample data of their subtype HA1 categorizations and 

related metadata. The Random Forest algorithm was used to 

generate the assumptions or predictions as well as future 

outbreaks. It is also recommended in the paper that 

interpretable artificial intelligence, such as Sharpley 

Additive exPlanations (SHAP) may be the great source to 

study the exchanges between amino acid sites. [14] 

Steven Riley et al. (2023) evaluated the performance of 

XGBoost forecast models for the influenza data of 30 

countries between 2010 and 2018 by comparing with 

another model in null state and a antique regular model 

using MZE and mMAE. Their results suggest that machine 

learning framework for predicting influenza cases may be 

accepted as a valuable health tool worldwide in the 

upcoming scenarios [15] 

Jie Zhang et al. (2023) suggested the forecasting of 

Influenza pandemic using current and historical values by 

proposing the Dynamic Virtual Graph Significance 

Networks (DVGSN). Visualized algorithm having graphs 

could easily determine the knowledge from similar infection 

situations without limitation of time window. It was the 

initial effort to learn dynamic virtual graph for time-series 

estimate tasks and is suitable in the arenas of community 

well-being, natural sciences and so on  [1]. 

Avishai Halev et al. (2023) suggested a model to forecast 

the outbreaks of swine farms throughout the production 

process. It predicts the future disease outbreak in two 

production systems, which yields the good ability of 

forecasting outbreaks with 0.798 accuracy in initial system 

and accuracies of 63&, 71% and 70% on piggy generative 

and respirational disorder, influenza A virus and 

Mycoplasma hyopneumoniae in the second system  [16]. 

Shang-Kai Hung et al. (2023) conducted a comprehensive 

study on the dataset obtained from the five emergency 

departments in United States and Taiwan from 2015 to 

2020. The seven different machine learning algorithms were 

utilized for the predictions and classifications. The 

algorithms include SVM, Xtreme Gradient Boosting, 

Conditional RF, RF and ANN. By comparing all the 

algorithms applied, extreme gradient boosting achieved 

superior performance with an area under the 82% receiver 

operating characteristic curve with 92% sensitivity, 89% 

specificity and 72% accuracy  [17]. 

Chengbing Huang et al. (2023) worked for Hemagglutinin 

HA and suggested that HA is the main symptom for 

spreading the viral infections by imposing the combination 

amongst the host membrane and the disease. This study 

designed a computational model to recognize the existence 

of HA. After applying the particular algorithms, the model 

attained the accuracy of 95.85%. it may help the 

biochemical scholars for the study of HA for future 

predictions [18]. 

Edna Marquez et al. (2023) facilitated the deciding in the 

medical distinction between affected and not-affected 

influenza patients by applying an appropriate machine 

learning algorithm for a large dataset created on their 

indications and demographic features. On applying 

different algorithms, it was suggested that Random Forest 

method had a high level accuracy specially in the clinical 

diagnosis where it was difficult and challenging to execute 

the molecular tests [19] .   

3. INFLUENZA DATA COLLECTION 
Data includes monthly wise number of cases for different 

types of Influenza with a combined set of sentinel and non-

sentinel surveillances. The data types for the selected 

regions include the dataset from 2009 to mid of 2023 to 

evaluate the optimum change in the number of cases. Types 

of Influenza are related to type A and B, such as: A-H1N1, 

A-H3, B-Victoria and B-Yamagata. Another dataset is 

obtained in the form of outbreaks classification of China for 

the same period i.e., 2009-22 including Global outbreak, 

Local outbreak, Sporadic and Widespread outbreak 

Influenza dataset [20], [21]. 
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4. RESEARCH METHODS 

4.1.Logistic Regression 
It is one of the most famous ML methods which is operated 

on the data which has categorical dependent variable [5, 22]. 

the elementary equation for linear regression with numerous 

independent variables is: 

 𝑌𝑖 =  𝛽0  +  𝛽1𝑋1  +  … + 𝛽𝜌𝑋𝜌  +  𝜎(𝛶) (1) 

 

In above Equation (1) , β0 is the intercept, or the point at 

which the regression line touches the vertical Y axis. This is 

considered a constant value. 

Equation  
 

(2) represents the mathematical format of Logistic 

regression [23] while Equation (3) is known as 

logistic transformation (logit) by applying the 

logarithmic function. 

 

             

𝑌 =
𝑒β0 + β1 X1 + …+βρXρ 

1 +  𝑒β0 + β1 X1 + …+βρXρ  
         

 

 

(2) 

𝑶𝑹 

 𝑙𝑛 (
𝑌

1 − 𝑌
) =  β0  +  β1 X1  +  … + βρXρ (3) 

4.2. Support Vector Machine (SVM) 
For a certain dataset, it provides a better sketch of studying 

the problem of gaining knowledge, making forecasting or 

predictions as well as the decision making operations  [7]. 

4.2.1. Kernel functions in SVM 
SVM algorithm had utilized kernel-based techniques for the 

first time in machine learning techniques. The purpose was 

to remove barrier in classification of data as well as the 

scattering of the data in various direction [24]. Linear 

Kernel is the basic type of kernel used in SVM algorithm. It 

is the faster than other kernel functions used in machine 

learning algorithms involving classification. It can be 

mathematically expressed as in Equation (4). 

 
𝐾(𝑥𝑖 , 𝑦𝑖) =  𝑥𝑖   .  𝑦𝑖  (4) 

Polynomial kernel is favored when the dataset has the non-

linearity [25]. Due to its low precision and efficiency, it is 

not mostly used as compared to other kernels. 

Mathematically it is written as in Equation (5). 

 
𝐾(𝑥𝑖 , 𝑦𝑖) =  (𝑥𝑖   .  𝑦𝑖 + 1 )𝑑     ;  
 

d =  (1,2,3, … ) 

(5) 

 

In equation (5) , “d” denotes the degree of 

polynomial. 

Radial basis function (RBF) Kernel is mostly used for 

Non-linear dataset. Since it has a large convergent region 

and hence it is considered as the best classification kernel. 

It can be mathematically expressed as in Equation (6). 

 𝐾(𝑥𝑖 , 𝑦𝑖) =  exp (− 
‖𝑥𝑖 − 𝑥𝑗‖

2
 

2 𝜎2
) (6) 

 

4.3.Naïve Bayes Algorithm 
It works for n-dimensional influenza training dataset and 

mostly used in text classification. In the prediction and 

classification of medicines specially pandemics, NB plays 

an important role as it works faster than other machine 

learning algorithms for the better prediction scores [8]. 

4.4.Random Forest Algorithm 
When the classification and regression is involved in data 

sciences, Random Forest method works efficiently as 

compared to other machine learning algorithms. In this 

algorithm, there are various forests generated based on the 

number of trees. Its accuracy becomes more higher, when 

the number of trees is greater [26]. It chooses the 

observations and creates a decision tree and the decision is 

made based on the mainstream or the large number of the 

outcomes having the common characteristics [27, 28]. 

4.5.Train-Test Split Evaluation 
It is a technique for defining the performance of a machine 

learning algorithm [29]. This method is helpful for 

classification problems and is widely used for supervised 

learning algorithm [30]. Train Dataset refers to the subset, 

in which the machine learning model is being fit. Test 

Dataset refers to the subset, in which the fitted machine 

learning model is then evaluated. 

4.6.Confusion matrix  
The Confusion Matrix is an N×N matrix practised for 

determining the performance of classification model for 

assumed set of test data [31]. In the matrix, there are two 

divisions which are predicted values and actual values 

along with the total number of predictions [32]. For a binary 

classification problem, we would have a 2×2 matrix, as 

shown in Figure 2. 

 
Figure 2: Confusion Matrix as an example 

5. IMPLEMENTATION AND RESULTS  
There have been for algorithms implemented on four 

different influenza datasets and they are explained in this 

section along with their comparison. 

5.1. Dataset 1 : Influenza A-H1N1 and A-

H3 in Pakistan (2009-22)  
As far as the types of influenza are concerned along with 

their number of cases in Pakistan, here Figure 3 shows the 

number of cases for the type AH1N1 and AH3. The vertical 

axis shows the number of cases while the horizontal axis 

represents number of months for total 168 months in 14 

years i.e., 2009-22. 
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Figure 3: Visualization of Influenza Dataset 1 

The whole data has been fragmented using Train-test split 

method as 60% (0.6) for Train dataset and 40% (0.4) Test 

Dataset from the Figure 4 shown for the vaccinated column 

as Target variable as well as AH3 and AH1N1 as the feature 

variables.  

 

Figure 4: Influenza AH1N1 and AH3 Cases in Pakistan 

Using Logistic Classifier, in Figure 5, the confusion matrix 

shows the accuracy score as 0.84, Precision score 0.79, 

Recall score 0.84 and F1 score 0.79. Hence the model score 

is 0.84 or 84%. 

Using SVM (Linear Kernel), in Figure 6, the confusion 

matrix shows the accuracy score as 0.78, Precision score 

0.61, Recall score 0.78 and F1 score 0.68. Hence the model 

score is 0.78 or 78%. 

Using SVM (Polynomial Kernel), in Figure 7, the confusion 

matrix shows accuracy score as 0.82, Precision score 0.68, 

Recall score 0.82 and F1 score 0.74. Hence the model score 

is 0.82 or 82%. 

Using SVM (RBF Kernel), in Figure 8, the confusion matrix 

shows accuracy score as 0.69, Precision score 0.51, Recall 

score 0.69 and F1 score 0.59. Hence the model score is 0.69 

or 69%. 

Using Gaussian Naïve Bayes, in Figure 9, the confusion 

matrix shows the accuracy score as 0.76, Precision score 

0.60, Recall score 0.76 and F1 score 0.68. Hence the model 

score is 0.76 or 76%. 

Using Random Forest, In Figure 10, the confusion matrix 

shows the accuracy score as 0.75, Precision score 0.73, 

Recall score 0.75 and F1 score 0.74. Hence the model score 

is 0.75 or 75%. 

 

Figure 5: Confusion matrix of considered dataset 1 

using LR 

 

Figure 6: Confusion matrix of Dataset 1 using Linear 

SVM 

 

Figure 7: Confusion matrix of Dataset 1 using 

Polynomial SVM 

 

Figure 8: Confusion matrix of Dataset 1 using RBF 

SVM 

 

Figure 9: Confusion matrix of Dataset 1 using Gaussian 

NB 
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Figure 10: Confusion matrix of considered dataset 1 

using RF 

5.2. Dataset 2: Influenza AH1N1, AH3 in 

China (2009-22) 
As far as the types of influenza are concerned along with 

their number of cases in China, here Figure 11 shows the 

number of cases for the type AH1N1 and AH3. The vertical 

axis shows the number of cases while the horizontal axis 

represents number of months for total 168 months in 14 

years i.e., 2009-22.     

 
Figure 11: Visualization of Influenza Dataset 2 

The whole data has been fragmented using Train-test split 

method as 60% (0.6) for Train dataset and 40% (0.4) for 

Test Dataset from the Figure 12 shown for the 

“Washing_hands_frequently” column as Target variable as 

well as AH3 and AH1N1 as the feature variables.  

 
Figure 12: Influenza AH1N1 and AH3 Cases in China 

Using Logistic Classifier, in Figure 13, the confusion matrix 

shows the accuracy score as 0.85, Precision score 0.76, 

Recall score 0.85 and F1 score 0.80. Hence the model score 

is 0.85 or 85%. 

Using SVM (Linear Kernel), in Figure 14, the confusion 

matrix shows the accuracy score as 0.85, Precision score 

0.73, Recall score 0.85 and F1 score 0.78. Hence the model 

score is 0.85 or 85%. 

Using SVM (Polynomial Kernel), in Figure 15, the 

confusion matrix shows accuracy score as 0.78, Precision 

score 0.68, Recall score 0.78 and F1 score 0.73. Hence the 

model score is 0.85 or 85%. 

Using SVM (RBF Kernel), In Figure 16, the confusion 

matrix shows accuracy score as 0.82, Precision score 0.68, 

Recall score 0.82 and F1 score 0.73. Hence the model score 

is 0.85 or 85%. 

Using Gaussian Naïve Bayes, in Figure 17, the confusion 

matrix shows the accuracy score as 0.80, Precision score 

0.66, Recall score 0.80 and F1 score 0.72. Hence the model 

score is 0.80 or 80%. 

Using Random Forest, in Figure 18, the confusion matrix 

shows the accuracy score as 0.87, Precision score 0.81, 

Recall score 0.87 and F1 score 0.84. Hence the model score 

is 0.87 or 87%. 

 
Figure 13: Confusion matrix of considered dataset 2 

using LR 

 
Figure 14: Confusion matrix of Dataset 2 using Linear 

SVM 

 
Figure 15: Confusion matrix of Dataset 2 using 

Polynomial SVM 

 
Figure 16: Confusion matrix of Dataset 2 using RBF 

SVM 
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 Figure 17: Confusion matrix of Dataset 2 

using Gaussian NB 

 
Figure 18: Confusion matrix of considered dataset 2 

using RF 

5.3. Dataset 3: Influenza B-Type in China 

(2015-19) 
For influenza Type-B, here Figure 19 represents the graph 

of number of cases found in China for the time period 2015-

19 showing type B-Yamagata and B-Victoria. The vertical 

axis shows the number of cases while the horizontal axis 

represents number of weeks for total five years i.e., 2015-

19. Figure 21 is showing the type of Outbreak and the 

number of cases occurred in each outbreak categorically. 

 
Figure 19: Visualization of Influenza Dataset 3 

 
Figure 20: B-Type Cases found in China in Period 

2015-19 

The whole data is divided using Train-test split method as 

70% (0.7) for Train dataset and 30% (0.3) Test Dataset from 

Figure 20 shown for TITLE column as Target variable as 

well as BYAMAGATA and BVICTORIA as the feature 

variables. For the confusion matrix, Local Outbreak as 0, 

Regional Outbreak as 1, Sporadic as 2, Widespread 

Outbreak as 3 values are set. 

 
Figure 21: Type-B Influenza Cases Showing Type of 

Outbreak in China 2015-19 

Using Logistic Classifier, in Figure 22, the confusion matrix 

shows the accuracy score as 0.63, Precision score 0.63, 

Recall score 0.63 and F1 score 0.51. Hence the model score 

is 0.63 or 63%. 

Using SVM (Linear Kernel), in Figure 23, the confusion 

matrix shows the accuracy score as 0.62, Precision score 

0.68, Recall score 0.62 and F1 score 0.56. Hence the model 

score is 0.62 or 62%. 

Using SVM (Polynomial Kernel), in Figure 24Figure 15, the 

confusion matrix shows accuracy score as 0.61, Precision 

score 0.57, Recall score 0.55 and F1 score 0.49. Hence the 

model score is 0.61 or 61%. 

Using SVM (RBF Kernel), in Figure 25, the confusion 

matrix shows accuracy score as 0.53, Precision score 0.58, 

Recall score 0.53 and F1 score 0.48. Hence the model score 

is 0.53 or 53%. 

Using Gaussian Naïve Bayes, in Figure 26, the confusion 

matrix shows the accuracy score as 0.57, Precision score 

0.49, Recall score 0.50 and F1 score 0.46. Hence the model 

score is 0.57 or 57%. 

Using Random Forest, in Figure 27, the confusion matrix 

shows the accuracy score as 0.70, Precision score 0.69, 

Recall score 0.70 and F1 score 0.70. Hence the model score 

is 0.70 or 70%. 

 
Figure 22: Confusion matrix of considered dataset 3 

using LR 
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Figure 23: Confusion matrix of Dataset 3 using Linear 

SVM 

 

Figure 24: Confusion matrix of Dataset 3 using 

Polynomial SVM 

 

Figure 25: Confusion matrix of Dataset 3 using RBF 

SVM 

 

Figure 26: Confusion matrix of Dataset 3 using 

Gaussian NB 

 

Figure 27: Confusion matrix of considered dataset 3 

using RF 

5.4. Influenza Type “A” and “B” in China 

(2010-19) 
For influenza Type A and B, here Figure 28 represents the 

graph of number of cases found in China for the time period 

2010-19 showing type A and B. The vertical axis shows the 

number of cases while the horizontal axis represents number 

of weeks for total ten years i.e., 2010-19. 

 
Figure 28: Visualization of Influenza Dataset 4 

The whole data has been divided using Train-test split 

method as 70% (0.7) for Train dataset and 30% (0.3) Test 

Dataset from Figure 29 shown for TITLE column as Target 

variable as well as INF_A and INF_B as the feature 

variables. For the confusion matrix, Local Outbreak as 0, 

Regional Outbreak as 1, Sporadic as 2, Widespread 

Outbreak as 3 values are set. 

 
Figure 29: Type A and B Cases found in China (2010-

19) 

Using Logistic Classifier, in Figure 30, the confusion matrix 

shows the accuracy score as 0.57, Precision score 0.57, 

Recall score 0.56 and F1 score 0.56. Hence the model score 

is 0.57 or 57%. 

Using SVM (Linear Kernel), in Figure 31, the confusion 

matrix shows the accuracy score as 0.59, Precision score 

0.58, Recall score 0.59 and F1 score 0.58. Hence the model 

score is 0.59 or 59%. 
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Using SVM (Polynomial Kernel), in Figure 32, the 

confusion matrix shows accuracy score as 0.61, Precision 

score 0.63, Recall score 0.61 and F1 score 0.58. Hence the 

model score is 0.61 or 61%. 

Using SVM (RBF Kernel), in Figure 33, the confusion 

matrix shows accuracy score as 0.59, Precision score 0.58, 

Recall score 0.59 and F1 score 0.58. Hence the model score 

is 0.59 or 59%. 

Using Gaussian Naïve Bayes, in Figure 34, the confusion 

matrix shows the accuracy score as 0.55, Precision score 

0.57, Recall score 0.55 and F1 score 0.54. Hence the model 

score is 0.55 or 55%. 

Using Random Forest, in Figure 35, the confusion matrix 

shows the accuracy score as 0.64, Precision score 0.65, 

Recall score 0.63 and F1 score 0.63. Hence the model score 

is 64%. 

 
Figure 30: Confusion matrix of considered dataset 4 

using LR 

 

Figure 31: Confusion matrix of Dataset 4 using Linear 

SVM 

 
Figure 32: Confusion matrix of Dataset 4 using 

Polynomial SVM 

 
Figure 33: Confusion matrix of Dataset 4 using RBF 

SVM 

 
Figure 34: Confusion matrix of Dataset 4 using 

Gaussian NB 

 
Figure 35: Confusion matrix of considered dataset 4 

using RF 

6. COMPARATIVE ANALYSIS OF 

ALL DATASET MODELS: 

6.1. DATASET 1: Influenza A-H1N1 and 

A-H3 in Pakistan (2009-22) 
In all the algorithms, there are better reading accuracies are 

observed but here Logistic regression algorithm yields the 

best accuracy of 86% among all the algorithms, hence this 

dataset can be best utilized for classification using Support 

Vector Machines. Its visualization can be observed in 

Figure 36. 

6.2. DATASET 2: Influenza AH1N1, 

AH3 in China (2009-22) 
In all the algorithms, there are better reading accuracies are 

observed but here Random Forest algorithm yields the best 

accuracy of 87% among all the algorithms, hence this 

dataset can be best utilized for classification using Random 

Forest Algorithm as observed in Figure 37.  

6.3. DATASET 3: Influenza B-Type in 

China (2015-19) 
In all the algorithms, there are better reading accuracies are 

observed but here Random Forest algorithm yields the best 

accuracy of 70% among all the algorithms, hence this 

dataset can be best utilized for classification using Random 

Forest Algorithm as observed in Figure 38. 

6.4. DATASET 4: Influenza Type “A” and 

“B” in China (2010-19) 
In all the algorithms, there are better reading accuracies are 

observed but here Random Forest algorithm yields the best 

accuracy of 64% among all the algorithms, hence this 

dataset can be best utilized for classification using Random 

Forest Algorithm. Its visualization can be observed in 

Figure 39. 
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Figure 36: Comparative Analysis of ML Algorithms on Pakistan Dataset 2009-22 

 
Figure 37: Comparative Analysis of ML Algorithms on China Dataset 2009-22

  

Figure 38: Comparative Analysis of ML Algorithms on B-Type China Dataset 2015-19 

  

Figure 39: Comparative Analysis of ML Algorithms on Influenza China Dataset 2010-19 

7. CONCLUSION AND FUTURE 

WORK 
As we reflect on the outcomes, it becomes evident that the 

amalgamation of diverse machine learning approaches 

provides a robust framework for comprehensively 

understanding and addressing the complexities inherent in 

real-life datasets associated with infectious diseases.  

We obtained average accuracy scores as 73% in Logistic 

Regression, 71% in Linear SVM, 70% in Polynomial SVM, 

66% in RBF SVM, 67% in Gaussian NB and 74% in 

random forest algorithm. Hence, Figure 40 shows that 

Random Forest yields the best performance among all the 

classifiers for the considered datasets. Following are some 

points which can be considered for having better results in 

prediction as well as for outspreading the research work: 

1. The rich data obtained from a particular region 

with huge symptoms.  

2. Data can be more accurately visualized by having 

the best train-test split ratios and ML methods’ 

kernels. 
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3. It can be extended to the deep learning algorithms 

such as Artificial Neural Networks. 
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Considered datasets links are shared in this manuscript and 
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Figure 40: Average Accuracy Scores of Algorithms 
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