Abstract

Over the past decades there has been several techniques found to overcome the data analysis problem in most of the science domains such as engineering, astronomy, biology, remote sensing, economics, consumer transactions etc. It is required to reduce the dimension of the data (having less features) in order to improve the efficiency and accuracy of data analysis. Traditional statistical methods partly calls off due to the increase in the number of observations, but mainly because of the increase in number of variables associated with each observation. As a consequence an ideal technique called Principal Pattern Analysis is developed which encapsulates feature extraction and categorize features. Initially it applies principal component analysis to extract eigen vectors similarly to prove pattern categorization theorem the corresponding patterns are segregated. Certain decisive factors as weight vectors are determined to categorize the patterns. Experimental results have been proved that error approximation rate is very less too it’s more versatile for high dimensional datasets.
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