The main purpose of this research is to develop a dynamic dropout prediction model for universities, institutes and colleges. In this work, we first identify dependent and independent variables and dropping year to classify the successful from unsuccessful students. Then we have classify the data using Support Vector Machines (SVM). SVM helped the data set to be properly design and manipulated. The main purpose of applying this identification is to design a Knowledge Base which is sometimes known as joint probability distribution. The concepts of propositional logic helped to build the knowledge Base. Bayes theorem will perform the prediction by collecting the information from knowledge Base. Here we have considered most important factors to classify the successful students over unsuccessful students are gender, financial condition and dropping year. We also consider the socio-demographic variables such as age, gender, ethnicity, education, work status, and disability and study environment that may in-flounce persistence or dropout of students at university level.
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