Abstract

Distributed Computing System (DCS) computing plays an important role in computing world where processing load is distributed for computational efficiencies. DCS are designed to facilitate the sharing of resources as well as to reduce communication costs, increase throughput, and decrease delay of services. DCS are motivated by the need for cost reduction in tasks execution. In such applications the quality of the output is proportional to the amount of real-time computations. To meet such challenging computing requirements at electrifying speeds efficient clustering strategies are required for proper utilization of Distributed System. In this paper, we proposed a model for efficient utilization of the processing units in distributed environment and calculated the throughput of individual processor as 0.339789, 0.371609 and 0.529287 which is far better in comparison to the non-clustering model of Sig05.
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