Abstract

This paper addresses a classification task of pattern recognition by combining effectiveness of evolutionary and gradient descent techniques. We are proposing a hybrid supervised learning approach using real-coded GA and back-propagation to optimize the connection weights of multilayer perceptron. The following learning algorithm overcomes the problems and drawbacks of individual technique by introducing global and local adaptation strategies. The behavior of the proposed algorithm is observed by the experimental results on a couple of popular benchmark datasets. The results of our algorithm are compared with training algorithms based on conventional back-propagation and real-coded genetic algorithm. Finally we realize that proposed hybrid learning algorithm outperforms back-propagation and real-coded genetic algorithm based training the multilayer perceptron.
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