Abstract

Traditional data mining classifiers are used for mining the static data, in which incremental learning assumed data streams come under stationary distribution where data concepts remain unchanged. The concept of data can be changed at any time in real world application this refers to change in the class definitions over time. Classifier ensembles are rapidly gaining popularity in data mining Community, because they are comparatively more accurate, easy and react better to concept drift than single classifiers. They are general way of boosting classification accuracy. Their modularity provides natural path of absorbing changes by modifying ensemble member. The proposed approach uses ensemble classifiers to improve the accuracy of the classification in data streams. The performance of the classifiers tested with benchmark datasets from UCI machine learning repository. the experimental results prove that this approach great accuracy when comparing to the single classifier.
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