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ABSTRACT 
In data mining, there are several works proposed for mining the 

association rules which are frequent. Researchers argue that 
mining the infrequent item sets are also important in certain 
applications. Discovering association rules are based on the 
preset minimum support threshold given by domain experts. The 
accuracy in setting up this threshold directly influences the 
number and the quality of association rules discovered. Even 
though the number of association rules is large, some interesting 
rules will be missing and the rules quality requires further 

analysis. As a result, decision making using these rules could 
lead to risky actions. Here the focus is mainly on mining both the 
frequent and infrequent association rules which are more 
interesting and does not have redundant rules. This is based on 
predefined rules formed using propositional logic and then the 
predefined rules are processed by comparing with elements in the 
actual dataset. The association rules which are obtained will not 
have redundancies and they will be logically correct. Generalized 

association rules will be obtained if single level mining is 
performed. These rules can only help in very high level decision 
making. In order to allow for   in-depth decision making, more 
specific association rules are obtained. Therefore multiple level 
mining processes is employed here. 
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1. INTRODUCTION 
Data mining refers to extracting or “Mining” knowledge from 
large amount of data. Association rule mining finds interesting 
association among a large set of data items. These associations 
represent the domain knowledge encapsulated in databases. 
Identifying domain knowledge is important because these 
knowledge rules usually are known only by the domain experts 
over years of experience. Thus, association rule mining is useful 
to identify domain knowledge hidden in large volume of data 

efficiently. The discovery of association rules is typically based 
on the support and confidence framework where a minimum 
support threshold value is used in the discovery process.  

The key element that makes association rule mining practical is 
the minimum support. It is used to prune the search space and to 
limit the number of rules generated. However, using only a single 
minimum support implicitly assumes that all items in the 
database are of the same nature or of similar frequencies in the 

database. This is often not the case in real-life applications. In the 
retailing business, customers buy some items very frequently 
while others rarely. Usually, the necessities, consumables and 
low-price products are bought frequently, while the luxury 
goods, electric appliance and high-price products infrequently.  

In such a situation, if set minimum support too high, all the 
discovered patterns are concerned with those low-price products, 
which only contribute a small portion of the profit to the 
business. On the other hand, if set minimum support too low, 
will generate too many meaningless frequent patterns and they 

will overload the decision makers, who may find it difficult to 
understand the patterns generated by data mining algorithms. For 
example, medical applications have many important symptoms 
and diseases that are infrequent in medical records. If the 
minimum support threshold is set too high, then finding such rare 
disease is not possible as there will not be any patterns related to 
that disease and if minimum support threshold is set too low, it 
will generate too many meaningless rules. 

This problem was solved by extending the existing association 
rule model to allow the user to specify multiple minimum 
supports to reflect different natures and frequencies of items. 
Specifically, the user can specify a different minimum support 
for each item. Thus, different rules may need to satisfy different 
minimum supports depending on what items are in the rules. This 
new model enables users to produce rare item rules but 
specifying different supports id very difficult and requires in 

depth domain knowledge. 

Multi-Level Association Rule Mining 
If mining at multiple concept levels is considered, and each rule 
is restricted to associate only items at the same level of a concept 
hierarchy, even though the mining algorithm would search over 
each level of the entire hierarchy, then the rule which is obtained 

will be such as “milk -> bread” or “skim milk -> whole-wheat 
bread”. But the requirement is to find a specific milk product to 
discount, which would boost the sales of all types of bread the 
most.  So mining association rules which span multiple levels for 
this type of knowledge discovery is needed. The rules will be 
strong in association of items between the bottom level concepts 
in the sub tree rooted at milk and the top level concept of the sub 
tree rooted at bread. This would lead to find rules of the form 

“Diary land skim milk -> bread”, and then the product with the 
highest probability of causing an increase in bread sales is 
chosen. 
This approach proposes a novel framework to address the issues 
by removing the need for a minimum support threshold. 
Associations are discovered based on logical implications. The 
principle of the approach considers that an association rule 
should only be reported when there is enough logical evidence in 

the data. To do this, both presence and absence of items during 
the mining process is considered. This framework discovers 
association rules that can be mapped to different modes of logic 
implications in propositional logic. It also finds the coherent 
rules considering the item sets across different levels on a well-
known domain and compares the rules found to those discovered 
for a single level. 
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2. LITERATURE SURVEY 
Using a minimum support threshold to identify frequent patterns 

assumes that an ideal minimum support threshold exists for 
frequent patterns, and that a user can identify this threshold 
accurately. Assuming that an ideal minimum support exists, it is 
unclear how to find this threshold [18]. This is largely due to the 
fact that there is no universal standard to define the notion of 
being frequent enough and interesting.  In this case one user’s 
understanding of an ideal strength value may be different from 
another user’s.  

A data set contains items that appear frequently while other items 
rarely occur. For example, in a retail fruit business, fruits are 
frequently observed but occasionally bread is also observed. 
Some items are rare in nature or infrequently found in a data set. 
These items are called rare items [11]. If a single minimum 
support threshold is used and is set high, those association rules 
involving rare items will not be discovered. Use of a single and 
lower minimum support threshold, on the other hand, would 

result in too many uninteresting association rules. This is called 
the rare item problem defined by Mannila.  Instead of 
preprocessing the transaction records, using multiple minimum 
thresholds called minimum item supports (MISs) . Nonetheless, a 
user needs toprovide an MIS threshold for each item which is 
difficult. The common aim, however, was to offset heuristics 
when setting up a minimum support threshold. In all these 
approaches, we see that state-of-the-art association rule mining 

has drifted from the original idea of mining frequent patterns 
alone to considering other patterns as well. Using a minimum 
support threshold alone cannot identify these patterns 
specifically.  
Brin [6] shows that association rules discovered using a support 
and confidence framework may not be correlated in statistics. 
These association rules show item sets co-occurring together, 
with no implications among them. Scheffer highlights that in 
many cases, users who are interested in finding items that co-

occur together are also interested in finding items which are 
connected in reality. Having a minimum support threshold does 
not guarantee the discovery of interesting association rules, as 
such rules may need to be further processed and quantified for 
interestingness. 
The usage of leverage and lift are good alternatives in mining 
association rules without relying on pruning a minimum support 
threshold. The authors in mined arbitrarily top k number of rules 

using lift, leverage, and confidence without using a preset 
minimum support threshold. The use of leverage and lift is also 
fundamental in designing a new measure of interestingness. 
Among such work, authors in [13] considered lift as also one of 
the 12 interesting criteria to generate interesting rules called an 
informative rule set. Authors in devised a conditional 
probability-like measure of interestingness based on lift (termed 
as dependence) called the Conditional Probability Increment 

Ratio (CPIR) and used this to discover required interesting rules 
accordingly. Apart from the use of lift, leverage, and its derived 
measure of interestingness, measures of interestingness that 
consider a deviation from independence have also been used. The 
authors in [3] used Pearson’s correlation coefficient to search for 
both positive and negative association rules that have a strong 
correlation. This search algorithm found the strongest correlated 
rules, followed by rules with moderate and small strength values. 

The generalized framework is used to discover association rules 
that have the properties of propositional logic, and a specific 
framework (Coherent Rules Mining Framework) with a basic 
algorithm to generate coherent rules from a given data set. The 
discovery of coherent rules is important because through 
coherent rules, a complete set of interesting association rules that 
are also implicational according to propositional logic can be 
discovered.                            

Multi-level association rules are used to find the preferences for 
items that are not covered by the single-level association rules 
due to the data sparseness. Instead of considering single attribute 
for the rules multiple attributes are considered for obtaining more 
specific rules. 

 

Problem Definition 
The coherent rules are identified for the domain and based on the 
support value as well as the logical equivalences according to 
propositional logic the association rules are filtered out. The rules 

obtained include item sets that are frequently and infrequently 
observed  in a set of transaction records for a single level. Here 
the generalized framework is obtained. The generalized 
framework will not help in-depth decision making as the rules 
obtained will be high level. Though the rules are logically 
correct, some scenarios occur in which the support is equal for 
both the rules that are coherent and here no proper decision can 
be made. 

 

3.  METHODOLOGY 
The steps involved in the development of multilevel 
propositional logic based knowledge discovery involve the 
following phases: 

 Data Preprocessing 
 Propositional Logic for Coherent Rule Generation 
 Multi-Level concept hierarchy 
 Performance measure on generated rules 

 

Data Preprocessing 
Data preprocessing is a major step in data mining where all the 
unnecessary data in the datasets will be removed. Based on the 
nature of datasets taken for the experiment the preprocessing 
process will take place. If the dataset contains mostly missing 
attributes then those should be supplied by taking the previous 
observations.  

 

Figure 1Logic Pattern Discovery-useless attributes 

 

Figure 2 Logic Pattern Discovery-duplicate animals list 

 
In this work mainly removing the duplicate records and useless 
attributes were performed. Figure 1 shows the logical pattern 
discovery for useless attributes. These are done to minimize the 
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amount of data to be processed and also to remove duplicate 
records if any with different values which may be misleading. 
The useless attribute is nothing but the attribute which contains 
unique values. Figure 2 shows logic pattern discovery for 
duplicate animal list 
 

3.1 Propositional Logic for Coherent Rule 

Generation 
The pseudo implications of equivalences are called coherent 
rules. Not all pseudo implications of equivalences can be created 
using item sets X and Y. If one pseudo implication of 
equivalence can be created, then another pseudo implication of 
equivalence also coexists. Two pseudo implications of 
equivalences always exist as a pair because they are created 
based on the same conditions. Since they share the same 

conditions, two pseudo implications of equivalences, coexist 
having mapped to two logical equivalences. The result is a 
coherent rule that meets the same conditions. 

Coherent rules meet the necessary and sufficient conditions and 
have the truth table values of logical equivalence. The coherent 
rule consists of a pair of pseudo implications of equivalences that 
have higher support values compared to another two pseudo 
implications of equivalences. Coherent rules are defined based 

on logic. This improves the quality of association rules 
discovered because there are no missing association rules due to 
threshold setting. A user can discover all association rules that 
are logically correct without having to know the domain 
knowledge. This is fundamental to various application domains. 
For example, one can discover the relations in a retail business 
without having to study the possible relations among items. Any 
association rule that is not captured by coherent rules can be 

denied its importance. Figure 3 and 4 shows animal support list 
and rule list respectively 

 
 

Figure 3 Support List 

 

Figure 4 Rule list 

3.2 Multi-Level Concept Hierarchy 
In multilevel association rules mining, different propositional 

logic is used at different concept levels. Discover frequent 

patterns and strong association rules at the top-most concept 
level. With this user can find a set of pair-wised frequent items 
and a set of association rules at each level. The process repeats at 
even lower concept levels until no frequent patterns can be 
found. During multilevel association rule mining, the taxonomy 

information for each (grouped) item is encoded as a sequence of 
digits in the transaction table. Repeated items (i.e., items with the 
same encoding) at any level will be treated as one item in one 
transaction. 
In the proposed concept hierarchy model, items may have 
different propositional logic and taxonomic relationships to 
discover the large item sets. The propositional logic for an item 
set is set as the combinatorial sub logic supports of the items 

contained in the item set, while the propositional logic for an 
item at a higher taxonomic concept is set as the minimum sub 
logics of the items belonging to it. Encoding scheme represents 
nodes in the predefined taxonomies for mining multilevel rules. 
Figure 5 shows the multiple attribute rule list. 
Nodes are encoded with respect to their positions in the hierarchy 
using sequences of numbers and the symbol. It then filters out 
unpromising item sets in two phases. In the first phase, an item 

group is removed if its occurring count is less than the 
propositional logic. In the second phase, the count of a 
propositional logic rules is checked to determine whether it is 
large. The proposed algorithm then finds all the large item sets 
for the given transactions by comparing the count of each item 
set with its combinatorial logic. 

 

3.3. Performance Measure On Generated 

Rules 
 

The employed multilevel concept hierarchy based association 
rule mining using propositional logic is experimented with 
synthetic data to evaluate the association rule and coherent rules 

without having the domain knowledge. The results are also 
compared with logic based pattern discovery model with single 
level association rule mining model in terms of number of strong 
rules and weak rules generated. Effects of non sensitive rules are 
derived in both the existing and proposed schemes to show the 
efficiency of novel association rule mining process. 

 

Figure 5 Multiple Attribute Rule List 
 
The models works well with problems involving uncertainty in 
data relationships, which are represented by multilevel concepts 
for propositional logic rule derivation. The proposed mining 
algorithm can thus generate large item sets level by level and 

then derive concept multilevel association rules from transaction 
dataset. The results shown in the example implies that the 
proposed algorithm can derive the multiple-level association 
rules under different propositional logic in a simple and effective 
way. 
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4. SYSTEM IMPLEMENTATION 
The proposed system is very easy to implement. In general 

implementation is used to mean the process of converting a new 
or revised system design into an operational one. The 
implementation can be preceded with UCI data repository 
through Swing in java which supports numerous look and feels, 
including the ability to create own look and feel. The ability to 
create a custom look and feel is made easier. The main 
characteristics of the Swing toolkit are platform independent, 
customizable, extensible, configurable and lightweight. 

Comparison between single level association rules and multilevel 
association rule are shown in figure 6 

 
The implementation phase is less creative than system design. It 
is primarily concerned with user training, and file conversion. 
The system may be requiring extensive user training. The initial 
parameters of the management information system should be 
modifies as a result of a programming. The system developed is 

completely menu driven. Further a simple operating procedure is 
provided so that the user can understand the different functions 
clearly and quickly.  
 

 

Figure 6 single level association rules Vs Multilevel 

association rule in terms of rule generation 
 

5. CONCLUSION 
The proposed multilevel association rule mining include item 
sets that are frequently and infrequently observed in a set of 
transaction records. In addition to a complete set of rules being 
considered, these association rules can also be reasoned as 

logical implications because they inherit propositional logic 
properties. These association rules reduce the risks associated 
with using an incomplete set of association rules for decision 
making. The multilevel coherent rules mining framework is 
appreciated for its ability to discover rules that are both 
implicational and complete according to propositional logic from 
a given data set at various conceptual levels. 
This work can be enhanced by taking an unclassified dataset and 

perform classification before performing the experiment. But this 
classification should be appropriate in such a way that the rules 
obtained in the result should also be logically true when they are 
compared with the original dataset before classification. 
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