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ABSTRACT 

In recent years, the accelerated growth of digital media collections 
and in particular still image collections, both proprietary and on 

the Web, has established the need for the development of human-

centered tools for the efficient access and retrieval of visual 

information. The need to manage these images and locate target 

images in response to user queries has become a significant 
problem. Image categorization is an important step for efficiently 

handling large image databases and enables the implementation of 

efficient retrieval algorithms. 

 Image Classification refers to grouping of a digital image into 

different classes within a particular dataset, based on attribute 
values. It is done to replace visual analysis of the image data with 

quantitative techniques. 

This paper presents the image classification techniques based on 

feature vectors of transformed images using Discrete Cosine 

Transform and Walsh Transform. The various sizes of feature 
vectors are generated such as 8X8, 16X16, 32X32, 64X64 and 

128X128. The proposed algorithm is worked over database of 

1000 images spread over 10 different classes. The Euclidean 

distance is used as similarity measure. A threshold value is set to 

determine to which category the query image belongs to. 
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1. INTRODUCTION 
Image Classification refers to grouping of a digital image into 

different classes within a particular dataset, based on attribute 
values. It is done to replace visual analysis of the image data with 

quantitative techniques. 

The need to manage these images and locate target images in 

response to user queries has become a significant problem [26]. 

Image classification is an important task for many aspects of 
global change studies and environmental applications.  

In recent years, the accelerated growth of digital media collections 

and in particular still image collections, both proprietary and on 

the Web, has established the need for the development of human-

centered tools for the efficient access and retrieval of visual 
information. As the amount of information available in the form 

of still images continuously increases, the necessity of efficient 

methods for the retrieval of the visual information becomes 

evident [30]. 

Image categorization is an important step for efficiently handling 
large image databases and enables the implementation of efficient 

retrieval algorithms. It can help users to organize and to browse 

images. Although this is usually not a very difficult task for 

humans, it has been proved to be an extremely difficult problem 

for computer programs.  

Digital image processing is a collection of techniques for the 

manipulation of digital images by computers. Classification 

generally comprises four steps [27]: 

1. Pre-processing: E.g. atmospheric correction, noise 
suppression, and finding the band ratio, principal component 

analysis, etc.  

2. Training: Selection of the particular feature which best 

describes the pattern. 
3. Decision: Choice of suitable method for comparing the 

image patterns with the target patterns. 

4. Assessing the accuracy of the classification. 

Image classification refers to the labeling of images into one of 

predefined semantic categories.  

The most important step in an Image Classification system is the 

image description. Indeed, features extraction gives a feature 

vector per image which is a reduced representation of the image 

visual content, because images are too big to be used directly for 

indexing and retrieval [30].  

In this paper the use of Discrete Cosine Transform (DCT) and 

Walsh Transform is investigated. This paper presents the image 

classification techniques based on feature vectors of transformed 

images using Discrete Cosine Transform and Walsh Transform. A 

feature vector is extracted for an image of size N X N using DCT 

or Walsh Transform. The similarity measurement (SM), where a 

distance (e.g., Euclidean distance) between the query image and 

each image in the database using their feature vectors is computed 

so that the top ―closest images can be retrieved [7, 14, 17].  
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2.  RELATED WORK 
Many image classification systems have been developed since the 

early 1990s. Various image representations and classification 

techniques are adopted in these systems: the images are 

represented by global features, block-based features, region-based 

local features, or bag-of-words features[8], and various machine 
learning techniques  are adopted for the classification tasks, such 

as K-nearest neighbor (KNN)[24], Support Vector Machines 

(SVM)[24], Hidden Markov Model(HMM)[21], Diverse 

Density(DD)[29], DD-SVM[28] and so on. 

Recently, a popular technique for representing image content for 
image category recognition is the bag of visual word model [10, 

6]. 

In the indexing phase, each image of the database is represented 

using a set of image attribute, such as color [25], shape [9, 1], 

texture [2] and layout [26]. Extracted features are stored in a 
visual feature database. In the searching phase, when a user makes 

a query, a feature vector for the query is computed. Using a 

similarity criterion, this vector is compared to the vectors in the 

feature database.  

A heterogeneous image recognition system based on content 
description and classification is used in which for image database 

several features extraction methods are used and applied to better 

describes the images content. The features relevance is tested and 

improved through Support Vectors Machines (SVMs) classifier of 

the consequent images index database [26].  

In literature there are various Image classification methods. Some 

of these methods use wavelets transform and support vector 

machine [33]; some methods use effective algorithm for building 

codebooks for visual recognition [14]; some advanced image 

classification techniques use Artificial Neural Networks, Support 
Vector Machines, Fuzzy measures and Genetic Algorithms [23] 

whereas some methods are proposed for classifying images, 

which integrates several sets of Support Vector Machines (SVM) 

on multiple low level image features [32].  

3. DISCRETE COSINE TRANSFORM 

(DCT) 
In general, neighboring pixels within an image tend to be highly 

correlated. As such, it is desired to use an invertible transform to 

concentrate randomness into fewer, decorrelated parameters 

[13].The Discrete Cosine Transform (DCT) has been shown to be 

near optimal for a large class of images in energy concentration 

and decorrelating. It has been adopted in the JPEG and MPEG 

coding standards [12][3]. The DCT decomposes the signal into 

underlying spatial frequencies, which then allow further 

processing techniques to reduce the precision of the DCT 

coefficients consistent with the Human Visual System (HVS) 

model. The DCT coefficients of an image tend themselves as a 

new feature, which have the ability to represent the regularity, 

complexity and some texture features of an image and it can be 

directly applied to image data in the compressed domain [31]. 

This may be a way to solve the large storage space problem and 

the computational complexity of the existing methods.  

For the full 2-Dimensional Walsh transform applied to image of 

size NxN, the number of additions required are 2N2(N-1) and 

absolutely no multiplications are needed in Walsh transform [18].  
 

The two dimensional DCT can be written in terms of pixel values 

f(i, j) for i,j = 0,1,…,N-1 and the frequency-domain transform 

coefficients F(u,v): 

  

  

  

 

The inverse DCT transform is given by  

 

  

 

The DCT tends to concentrate information, making it useful for 
image compression applications and also helping in minimizing 

feature vector size in CBIR [23]. For full 2-Dimensional DCT for 

an NxN image the number of multiplications required are N2(2N) 

and number of additions required are N2(2N-2). 

4. WALSH TRANSFORM 
 
Walsh transform matrix [18] is defined as a set of N rows, 

denoted Wj, for j = 0, 1, .... , N - 1, which have the following 

properties: 

 Wj takes on the values +1 and -1. 

 Wj[0] = 1 for all j.  

 Wj xWK
T =0, for j ≠ k and Wj xWK

T  =N, for j=k. 

 Wj has exactly j zero crossings, for j = 0, 1, ...., N-1. 

 Each row Wj is even or odd with respect to its midpoint. 

 

Walsh transform matrix is defined using a Hadamard matrix of 

order N. The Walsh transform matrix row is the row of the 
Hadamard matrix specified by the Walsh code index, which must  

be an integer in the range [0...  N -1]. For the Walsh code index 

equal to an integer j, the respective Hadamard output code has 

exactly j zero crossings, for j = 0, 1... N - 1. 
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Table 1. Computational Complexity for applying transforms 

to image of size NxN [18] 

 DCT  Walsh 

Number of Additions 2N2(N-1) 2N2(N-1) 

Number of Multiplications N2(2N) 0 

Total Additions for transform 

of  128 x128 image 

37715968 4161536 

[Here one multiplication is considered as eight additions for last 

row computations] 

5. PROPOSED ALGORITHM 
The proposed algorithm makes use of well known Discrete Cosine 

Transform (DCT) and Walsh Transform to generate the feature 

vectors for the purpose of search and retrieval of database images.  

For the DCT or Walsh transform, we convert an RGB image into 

gray level image. For spatial localization, we then use the DCT or 

Walsh transformation. Each image is resized to N*N size. DCT or 

Walsh Transform is applied on the image to generate a feature 

vector as shown in figure 1.  

5.1 Algorithm for Image Classification 

1. Feature vector of the query image is generated as shown in 

figure 1. 

2. Feature vector of the query image is compared with the 

feature vectors of all the images in the database. Euclidean 
distance measure is used to check the closeness of the query 

image and the database images.  

3. Euclidean distance values are sorted w.r.t. ascending order 

sequence to find first 100 closest matches with query image.  

4. The closest matches with query image for all 10 categories 
are calculated. 

5. A threshold value is set to determine to which category the 

query image belongs to. 

6. Display the category of the query image.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. RESULTS AND DISCUSSION 
The implementation of the proposed algorithm is done in 
MATLAB 7.0 using a computer with Intel Core2 Duo Processor 

E4500 (2.20GHz) and 2 GB RAM. The DCT and Walsh 

Transform algorithm is tested on the image database of 1000 

variable size images collected from Corel Collection [23] and 

Caltech-256 dataset [11]. These images are arranged in 10 
semantic groups: Elephants, Horses, Roses, Coins, Mountains, 

Birds, Buses, Rainbows, Dinosaurs and Seashores. It includes 100 

images from each semantic group. The images are in JPEG 

format.  

The algorithm is executed with 10 query images selected 
randomly for each category in the image database. The results 

obtained are shown in the following tables. Here as per the set 

threshold, it is seen that algorithm classifies the images in the 

image database to the different categories such as Dinosaur, 
Roses, Horses, Elephant, Rainbow, Mountains, Coins, Seashores 

and Birds. 

Figure 2: Selection of varying size portion from feature 
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Figure 1: Flowchart for feature extraction 
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Table 2 show that the DCT algorithm gives 87.9% to 89.7% images from Dinosaur category , 64.4% to 69.2% images from Rose category , 

35.3% to 39.5% images from Elephant category., 33.9% to 39.9% images from Horse category , 28.4% to 31.7% images from Mountains 

category, 30.3% to 34.1% images from Seashores category , 4.2% to 18.3% images from Bus category., 35.6% to 48.8% images from 

Rainbow category, 41.8% to 51.5% images from Birds category  and 46.8% to 51.9% images from Coins category. 

Table 2: Average Identification rate for 10 query images for all categories for different Feature Vector size using DCT 

Figure 3: Sample Database Images 

[Image database contains total 1000 images with 10 categories] 
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Table 3 show that the Walsh Transform algorithm gives 87.6% to 89.5% images from Dinosaur category , 61.1% to 64.6% images from 

Rose category, 35.3% to 39.5% images from Elephant category., 33.9% to 39.9% images from Horse category , 28.4% to 31.7% images 

from Mountains category, 30.3% to 34.1% images from Seashores category , 4.2% to 18.3% images from Bus category., 35.6% to 48.8% 

images from Rainbow category, 41.8% to 51.5% images from Birds category  and 46.8% to 51.9% images from Coins category. 

 

 

 

  

 

 

 

The threshold of 28% is  set for DCT and 27% is set for Walsh Transform. Here as  per the set threshold, it is seen that algorithm classifies 

the images in the image database to the different categories such as Dinosaur, Roses, Horses, Elephant, Rainbow, Mountains, Coins, 

Seashores and Birds.  The average accuracy of image classifier is 90%; only the Bus images are misclassified. If “Bus” category is 

excluded, the classifier accuracy increases up to about 100% as shown in Table 4. 

7. CONCLUSION 
In recent years, thousands of images are generated everyday, 

which implies the necessity to classify, organize and access them 

by easy and faster way. The need for image classification is 
becoming increasingly important. Classifying the images into 

semantic categories is a challenging problem.  

In this paper, a simple but effective algorithm of Image 

Classification which uses Discrete Cosine Transform (DCT) or 

Walsh Transform is presented.  To evaluate this algorithm, a 
heterogeneous image database is used.  

Experimental results on a database of 1000 images from 10 

semantic groups in image classification were reported for all 

categories using DCT and Walsh Transform.  

The complexity comparison of DCT and Walsh Transform shows 
that the complexity of DCT is more by 9.063 times than the 

complexity of Walsh Transform.  

The average accuracy of image classifier is 90%; only  the Bus 
images are misclassified. If “Bus” category is excluded, the 

classifier accuracy increases up to about 100%. 
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