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ABSTRACT 

Segmentation of medical images is very important nowadays since 

the images for diagnosis by Radiologist are huge in number. In this 

paper, texture based segmentation algorithms are considered for 

comparison. The problem with some of these methods is, they need 

human interaction for accurate and reliable segmentation.  

Segmentation based on Gray level co-occurrence matrix gives 

better result for variance but computational complexity is more. 

Watershed has less complexity but gives over segmentation. 

Segmentation using Kekre’s Median Codebook Generation 

(KMCG) and Kekre’s Fast Codebook Generation (KFCG) 

algorithm show proper tumor demarcation by avoiding other part 

of the image. 
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1. INTRODUCTION 
Automatic segmentation of medical images is a difficult task as 

medical images are complex in nature and rarely have any simple 

linear feature. Although a number of algorithms have been 

proposed in the field of medical image segmentation, medical 

image segmentation continues to be a complex and challenging 

problem. In this paper MRI images are considered. Magnetic 

Resonance Imaging uses magnetization and radio waves, rather 

than x-rays to make very detailed, cross-sectional pictures of the 

brain. It has many advantages over conventional imaging 

techniques, such as high spatial resolution, excellent 

discrimination of soft tissues and rich information about 

anatomical structure. Segmentation of brain from three-

dimensional (3D) magnetic resonance (MR) head images has 

many important research and clinical applications. The objective 

of segmenting different types of soft-tissue in MRI brain images is 

to label complex structures with complicated shapes, as white 

matter, grey matter, CSF and other types of tissues in neurological 

conditions.  

The advantages of magnetic resonance imaging (MRI) over other 

diagnostic imaging modalities are its high spatial resolution and 

excellent discrimination of soft tissues. MRI provides rich 

information about anatomical structure, enabling quantitative 

pathological or clinical studies [1], the derivation of computerized 

anatomical atlases [2], as well as pre and intra-operative guidance 

for therapeutic intervention [3,4]. Such information is also 

valuable as an anatomical reference for functional modalities, 

such as PET [5], single photon emission computed tomography 

(SPECT), and functional MRI [6]. Advanced applications that use 

the morphologic contents of MRI frequently require segmentation 

of the imaged volume into tissue types.  

This problem has received considerable attention. Such tissue 

segmentation is often achieved by applying statistical 

classification methods [7, 8].There are many conventional 

methods of MRI segmentation that uses image processing 

techniques such as region growing, edge detection, histogram 

equalization, etc. The problem with all these methods is that, they 

need human interaction for accurate and reliable segmentation. 

Human interaction is in terms of providing some initial 

knowledge externally for segmentation. This knowledge is in 

terms of a small amount of labeled data for some or all classes. 

This is usually time-consuming and expensive. The second 

fundamental aspect that makes segmentation of medical images 

difficult is the complexity and variability of the anatomy that is 

being imaged. It may not be possible to locate or delineate certain 

structures without detailed anatomical knowledge. This makes 

general segmentation a difficult problem, as the information must 

either be built into the system or provided by a human operator. 

Vector quantization segmentation algorithm attempts to overcome 

such drawbacks. Vector quantization is based on clustering 

algorithm. In clustering, the aim is to construct decision 

boundaries based on unlabeled training data. Clustering is the 

process of finding natural grouping clusters in multidimensional 

feature space. It is a difficult task because clusters of different 

shapes and sizes can occur in multidimensional feature space. A 

number of functional definitions of clusters have been proposed. 

Patterns within a cluster are more similar to each other than 

patterns belonging to different clusters [9]. Here, Image 

segmentation may be considered a clustering [10-12] process in 

which the pixels are classified into the regions based attribute on 

the texture feature vector, calculated around the pixel local 

neighborhood. 

Recently, clustering has been applied to a wide range of topics 

and areas. Uses of clustering techniques can be found in pattern 

recognition, as is the case Gaussian Mixture Models for Human 

Skin Color and its applications in Image and Video databases 

[13], compression, as in Vector quantization by deterministic 
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annealing[14], classification, as in Semi Supervised Support 

Vector Machines for Unlabeled Data Classification [15], and 

classic disciplines as psychology and business. This makes 

clustering a technique that merges and combines techniques from 

different disciplines such as mathematics, physics, statistics, 

computer sciences, artificial intelligence and databases among 

others. In section 2, different segmentation algorithms for MRI 

images are discussed. Results are displayed in section 3 and 

section 4 concludes the work. 

2. Algorithms for MRI segmentation 
Texture image segmentation identifies image regions that are 

homogeneous with respect to a selected texture measure. Recent 

approaches to texture based segmentation are based on linear 

transforms and multi-resolution feature extraction [16], Markov 

random filed models [17,18], Wavelets [19–21] and fractal 

analysis [22]. For this paper Gray Level Co-occurrence Matrix 

(GLCM) based features, commonly used Watershed algorithm, 

Kekre’s Fast Codebook Generation (KFCG) Algorithm and 

Kekre’s Median Codebook Generation (KMCG) Algorithm which 

is based on clustering algorithm are compared. 

 

2.1 Gray Level Co-occurrence Matrix 
Haralick [23] suggested the use of gray level co-occurrence 

matrices (GLCM) for definition of textural features. The values of 

the co-occurrence matrix elements present relative frequencies 

with which two neighboring pixels separated by distance d appear 

on the image, where one of them has gray level i and other j. Such 

matrix is symmetric and also a function of the angular relationship 

between two neighboring pixels. The co-occurrences matrix can 

be calculated on the whole image, but by calculating it in a small 

window which is scanning the image helps reducing the 

computational complexity. The co-occurrence matrix can be 

associated with each pixel as shown in  an example given below. 

 

Figure 2.1 The spatial occurrence calculations. 

 

Above matrices are 4x4 because the image in Figure 4.1 has 4 

gray levels 0, 1, 2, 3. In the same way for a 256 gray levels image 

one should compute 256x256 co-occurrence matrices at all 

positions of the image. It is obvious that such matrices are too 

large and their computation becomes memory intensive. 

Therefore, it is justified to use a less number of gray levels, 

typically 64 or 32. There is no unique way to choose the values of 

distance, angle and window, because they are in relationship with 

a size of pattern. In this work distance d=1 and angle θ=450  are 

selected. 

Using co-occurrence matrix textural features are defined as: 

 

Maximum Probability: max(Pij)  (2.1) 

 

Variance=( ∑( i - µi)
2∑Pij) (∑(j- µj)

2∑Pij) (2.2) 

 

Correlation=(∑ ∑(i- µ×)(j-µy)Pij / σx σy (2.3) 

                      i  j  

 

where µx and µy  are means and σx , σy are standard deviation 

 

Entropy=∑ ∑ Pij log ( Pij) (2.4) 

                i   j  

 

Amongst all these features variance, probability and entropy have 

given the best results. Hence, results for these extracted features 

using gray level co-occurrence matrix are displayed below for 

window size 3x3. 

2.2 Watershed Algorithm 
The Watershed transformation is a powerful tool for image 

segmentation. Beucher and Lantuejoul were the first to apply the 

concept of Watershed to segmentation problems [24]. Watershed 

segmentation [25] classifies pixels into regions using gradient 

descent on image features and analysis of weak points along 

region boundaries. It uses analogy with water gradually filling low 

lying landscape basins. The size of the basins grows with 

increasing amounts of water until they spill into one another. 

Small basins (regions) gradually merge together into larger basins. 

Watershed techniques produce a hierarchy of segmentations, thus 

the resulting segmentation has to be selected using either some 

prior knowledge or manually. Hence by using this method the 

image segmentation cannot be performed accurately and 

adequately, if the objects are not constructed as desired to be 

detected.  

 In this approach, the image segmentation is not the primary step 

of image understanding. On the contrary, a fair segmentation can 

be obtained only if one knows exactly what is to be looked for in 

the image. In this work, Watershed algorithm for MRI is 

implemented by Basim Alhadidi et. al. [26].    

 

2.3  Segmentation by Kekre’s Median Codebook 

Generation (KMCG) Algorithm 
From the previous section it can be inferred that even though 

variance using GLCM gives proper tumor demarcation for MRI 

images it requires huge computation time to calculate statistical 

properties for the image. Watershed algorithm is comparatively 

less complex, hence less computation time is required but this 

method gives over segmentation. Therefore, to achieve proper 

segmentation with less complexity, new algorithm using KMCG 

algorithm is used here for comparison. 

Input: Original Image for given T = (X1, X2,…, XM} be the 

training sequence consisting of M code vectors. Assume that 

source is of length k, i.e. Xm= {Xm1,,…, Xmk} for m=1,2,…M. Let 

the code book size be ‘N’. 
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1. Sort the matrix T with respect to the first member of all the 

vectors i.e first Column. 

2. Compute initial code vector by taking the median of the matrix 

T. Current_code_book_size =1. 

3. Matrix T is divided into two equal parts and sorted with     

respect to the second member of all the vectors. 

4. Compute the codevectors by taking median of both the sorted 

matrices. 

5. Current_code_book_size = current_code_book_size * 2; 

6. Repeat step 3 while the current_code_book_size is less than or 

equal to N. 

7. After the code vectors are formed, for each training vector find 

corresponding pixel in the original image and label it with the 

code vector number. 

8. Search the code vector with value 255 in code book. 

9. Keep that code vector as 255 and make the remaining code 

vectors as 0. 

10. Reconstruct the image by replacing the code vector 

corresponding to the index. 

11. Post processing is applied on reconstructed image to segment 

exact tumor. 

                       

2.4 Kekre’s Fast Codebook Generation (KFCG) 
The algorithm reduces the codebook generation time since it 

avoids the Euclidean distance computations. Initially there is one 

cluster with the entire training vectors and the codevector C1 

which is centroid.  In the first iteration of the algorithm, the 

clusters are formed by comparing first element of training vector 

with first element of code vector C1.  The vector Xi is grouped 

into the cluster 1 if xi1< c11 otherwise vector Xi is grouped into 

cluster 2 as shown in Figure 2.2(a).  

In second iteration, the cluster 1 is split into two by comparing 

second element xi2 of vector Xi belonging to cluster 1 with that of 

the element c12 of the codevector C1. Cluster 2 is split into two by 

comparing the element xi2 of vector Xi belonging to cluster 2 with 

that of the element c22 of the codevector C2 as shown in Figure 

2.2(b). 

 

 
(a) 

 
                             (b) 

             Figure 2.2 KFCG Algorithm for 2-D image 

 
This procedure is repeated till the codebook size is reached to the 

size specified by user. The pictorial representation of this 

algorithm for two dimensional spaces is shown in Figure 2.2. 

3. Results 
Figure 3.1 show results using GLCM and watershed algorithm 

.Figure 3.1(a) indicate original MRI image, Figure 3.1(b)-(d) 

show results for probability, variance and entropy using GLCM. 

Figure 3.1(e) display result of watershed segmentation. Figure 3.2 

shows result for segmentation using KMCG algorithm. Figure 3.2 

(d) indicates image after extracting boundaries which separates 

tumor properly. Figure 3.3 shows results using KFCG algorithm. 

Figure 3.3(b) indicate result for first codevector using KFCG 

algorithm .After using dilation and erotion segmented image is 

displayed as Figure 3.3.(c).Figure 3.3 (d) shows edge detected 

map for Figure 3.3 (c).Then edge map is superimposed on original 

MRI image and displayed in Figure 3.3 (e). 

 

                             

                (a)                                   (b)                               (c)                                 (d)                                 (e) 

Figure 3.1(a) Original MRI image, (b) Probability using GLCM, (c) Variance using GLCM, (d) Entropy using GLCM, 

(e) Segmentation using watershed algorithm. 
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                           (a)                                (b)                                 (c)                                (d) 

Figure 3.2 (a) Original MRI image, (b) Image after VQ segmentation, (c) Image after Extracting tumor Region, (d) Image 

after extracting boundary 

 

                                            
(a)                           (b)                             (c)                             (d)                            (e) 

Figure 3.3 (a) Original MRI Image, (b) Image for First Codevector using KFCG, (c) Segmented Image, (d) Edge detected 

Image, (e) Superimposed Image 

 

4. CONCLUSION        
From the results it is observed that, Variance using GLCM gives 

better result than probability and entropy but it requires huge time 

since its complexity is high. Watershed algorithm gives over 

segmentation but computation complexity is very less thus 

required less time for execution. Results by using KMCG are 

better than the previous two methods. Figure 3.3 shows results 

using KFCG which gives best result amongst these four 

algorithms.  Segmentation by vector quantization shows better 

result than the texture based segmentation method .If KMCG and 

KFCG are compared than complexity of KFCG is less that KMCG 

and even results are better than KMCG. Tumor is properly 

detected by using KFCG algorithm. 
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