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ABSTRACT 

Traffic monitoring system has now become an essential 

administrative part in most of the developed and developing 

countries. In general, such systems monitor/identify the vehicles 

exceeding speed limits, or monitor the vehicles crossing the stop 

line at red traffic signal. It may also be used for registering the 

vehicles getting entry in a shopping mall or in a railway station or 

in an airport. The key modules of these monitoring systems are: 

(i) localization of license plates within the image and (ii) 

recognizing the license number using an OCR system. The present 

work addresses the first module of the system. The color 

information of the license plate is used as the knowledge base for 

training an artificial neural network system using back 

propagation algorithm. The trained network is then used to find 

the potential license plate region within a new traffic image. The 

scheme is applied in a real life outdoor environment at some road 

crossings in an Indian city. The result is found to be quite 

satisfactory giving an accuracy of around 80%. 

Categories and Subject Descriptors 
H.2.0 [IMAGE]: Color Image Processing – RGB to HSI 

conversion, Sobel edge operator, Hough transform.  

General Terms 
Algorithms, Performance, Design, Experimentation 

Keywords 
RGB-HSI, Back propagation algorithm, connected component 

labeling, Sobel edge detector, Hough transform 

1. INTRODUCTION 
Traffic monitoring system has long been an active area of research 

because of its wide application in managing signal violations at 

crowded road crossings or automatic registration of vehicle in 

public places. License plate localization plays an important role as 

the first module of such system. The localization task becomes 

more challenging in an unconstrained outdoor environment, 

especially when there is a wide variation of the size, shape and 

color of the license plate. The non- 

 

standardization of the character set of the license plate further 

complicates the recognition procedure by manifolds. 

Various techniques have so far been developed for the purpose of 

efficient detection of license plate regions from offline vehicular 

images. In one of the earlier works, rank filter is used by 

Martinsky [1] for localization of license plate regions. However, 

the technique gives poor results for skewed license plates. An 

analysis of Swedish license plates is reported in [2] by Bergenudd 

using vertical edge detection, followed by binarization. This 

technique does not give desired results for non-uniformly 

illuminated license plates. In [3], license plate characters are 

localized and the width, height, area and the aspect ratio are used 

as parameters in a genetic algorithm based optimisation technique 

for selecting the license plate region. The approach is highly 

dependent on the proper localization of the plate characters and 

fails if the image contains almost no edge near the license plate 

boundary. License plate localization and recognition techniques 

are developed in [4] using attributes of the plates and neural 

network. The technique then analyses syntax of it to get the 

correct license plate. The method gives efficient localization but 

poor recognition results. A work on Iranian license plate 

localization is done in [5]. It uses Sobel’s operator to get the 

vertical edge image, Otsu’s method to binarize the image and also 

some morphological operations for localizing the license plate. It 

is a robust method and is rotation/ scale invariant and also 

applicable to different lighting conditions. In [6], mean shift 

algorithm is used for license plate localization. The rectangularity 

attribute, aspect ratio and edge density are used as feature in 

Mahalanobis distance based classifier for detecting the correct 

license plate. The method is robust as long as the color of the 

license plate differs from the color of the body of the vehicle, at 

which it adheres to. Spanish license plate localization and 

recognition is done in [7] using horizontal Sobel’s operator in the 

low saturation areas of the image. The aspect ratio and the 

distance of the potential license plate regions from the center of 

the image are subsequently considered as the features to identify 

the correct license plate. The method is independent of the size, 

position and orientation of the license plate and also independent 

of the lighting conditions. But the technique is applicable for 

license plates with white background and black characters only. 

Sliding concentric windows is used in [8] for faster detection of 

region of interest and artificial neural network (ANN) is then used 
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for the recognition purpose. In another approach almost 

horizontal license plates are localized and recognized in [9] using 

ANN. 

Not much work has been done on localization of the license plates 

for Indian vehicles. A reference on ALPR of Indian vehicles is 

found in [10]. However, the technical details and the performance 

of such techniques could not be evaluated on real life datasets. In 

one of our earlier works, a color based segmentation scheme is 

reported in [11] for Indian commercial vehicles. In another work, 

vertical edge density of the characters is used in [12] for 

localization of license plate. However, both of our earlier 

techniques had limited generalization attributes. A technique for 

identifying the images in which the vehicles have actually violated 

the traffic red signal has already been reported in [13]. In the 

following two sections we have discussed the collection of dataset 

and the basic methodologies employed for the present work. In 

the subsequent sections the experimental results and the 

conclusions are discussed. 

2. COLLECTION OF DATASET 
The dataset for the current experiment is collected as a part of 

demonstration project of a government traffic monitoring system 

at a busy crossing in a city. Two surveillance cameras were 

installed at two sides of the road at about ten meters height. All 

the cameras were focused at the stop line of the road so that it can 

capture the frontal view of the vehicle. The cameras were 

synchronized with the traffic signal system such that it starts 

capturing the images when the signal is RED. The CCD cameras 

captured images day and night at different unconstrained 

environment, at different lighting conditions, wind turbulence etc. 

The complete dataset contains more than 5000 images of size 704 

× 576 pixels. Out of these images only 500 images are found, 

which contain clear view of the license plate region and these 

images are considered for this experiment. 

3. PRESENT WORK 
In the present work, we have developed an artificial neural 

network based technique which is trained with color features of 

the characters of the license plate. The trained network is then 

used to localize the license plate in the video snapshots captured 

from the surveillance cameras. In the subsequent sections the key 

modules involved in the present work has been discussed. 

3.1 Training the neural network 

3.1.1 Designing the neural network 
In the present work multilayer perceptron is used, with one input 

layer, one output layer and one hidden layer. As we have used 

thirty features of each of the characters of the license plate, the 

number of nodes in the input layer is 30. The output layer 

contains two nodes: one for license plate region and the other for 

the no-plate region. So it is a two-class problem.  The number of 

nodes in the hidden layer is varied within a range and the training 

data for which the performance is best is stored in a file. 

3.1.2  Generating the training dataset 
From the large number of images we have in the dataset, the 

characters are cut from the license plate and are stored as separate 

file. In this way a dataset of license plate characters only is 

created. All these images are designated as class 0 data. Similarly, 

character-size portions are cut from the no-plate region of the 

images and are stored as files. In this way, a dataset of no-plate 

region is generated. All these images are designated as class 1 

data. For both class 0 and class 1 data the image is divided in quin 

tree structure generating five cells. For each of the cells color 

based 30 features are computed. Each pixel has red (R), green (G) 

and blue (B) components of its color value. These values are used 

to get the corresponding hue (H), saturation (S) and intensity (I) 

components using the following formula.  

 

 

 

For each cell following features are computed: 

(i) Mean of R, G, B, H, S, I: These are six features carrying the 

mean of each of the R, G, B, H, S, I components  

(ii) UpperMean of R, G, B, H, S, I: These are six features carrying 

the mean of each of the R, G, B, H, S, I components considering 

the cases where the particular color component is greater than the 

corresponding mean value. 

(iii) LowerMean of R, G, B, H, S, I: These are six features 

carrying the mean of each of the R, G, B, H, S, I components 

considering the cases where the particular color component is 

lower than the corresponding mean value. 

(iv) Max of R, G, B, H, S, I: These are six features carrying the 

maximum of each of the R, G, B, H, S, I components 

(v) Min of R, G, B, H, S, I: These are six features carrying the 

minimum of each of the R, G, B, H, S, I components 

 

All the above mentioned R, G, B, H, S, I values are divided by 

their corresponding maximum values to get the fractional 

components (r, g, b, h, s, i). These fractional components are used 

as feature values. The above features are computed for each cell 

corresponding to each image thus generating 5 data for the 

particular image. In this way, all the images are used to extract the 

features and are stored in a file. For both classes, the dataset 

generated are used for training the network and for also for testing 

it. So the dataset is divided into two parts: 80% of the data for 

both the classes are stored in the training file and the remaining 

20% data for both the classes are stored in the test file. The test 

file is used for getting the efficiency of the trained neural network 

when applied on the test dataset. 
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3.1.3  Training ANN using Back Propagation 

Algorithm 
The hidden and output layer perceptron weights are initialized 

with random numbers between 0 and 1. In the process of training 

through back propagation algorithm, the network reads the feature 

values from the training dataset, gets the output for the feature 

values, computes the error by calculating the difference from the 

desired output and back propagates the error to adjust the weight 

factors. These actions are done repeatedly for a predefined 

number of iterations and for a particular number of hidden layer 

neurons. Intermediately, the maximum accuracy thus obtained for 

a specific iteration is stored in the network file. In the same way, 

the network is trained for a specific set of hidden layer neuron 

values and for each such value the trained network is used to find 

the output efficiency for the test dataset. The network data giving 

maximum accuracy is used for localization of license plate. 

3.2 Localization of license plate 
The view angle of the image plays an important role in the 

localization process. The frontal face of the camera normally does 

not remain parallel to the frontal face of the vehicle. As a result 

the license plates within the image remain skewed. The skewness 

is corrected by rotating the image by a certain angle either 

clockwise or anticlockwise. The skew angles for all the images 

captured by a particular camera always remain fixed, as it is 

dependent only on the fixation of the camera itself. The rotated 

image containing the license plate is subdivided into ‘n’ number 

of cells, each having a dimension approximately close to the 

character size. Some of the cells will obviously contain the part of 

license plate and the rest and certainly most of the cells will 

contain no-plate information. For each cell, the 30 features 

discussed in section 3.1.2 are computed and are stored in a test 

data file. The already trained neural network then reads the 

network file and sets different parameters of it according to the 

values read from the file. It then reads the test data file and for 

each feature data corresponding to each cell it generates output 

class values. The highest output class value is the indication of the 

class as predicted by the neural network system. 

The cells that are predicted as class 0, i. e. license plate region, by 

the network are marked as ‘1’. The marked cells are then passed 

to “noise_cell_remove()” module, the primary task of which is to 

remove isolated marked cells placed here and there in the image. 

These cells are actually identified as noise cells and can not be 

part of license plate. The outcome of the module is some selected 

cells, which are then fed to “ccl()” module which runs connected 

component labeling algorithm to generate segments with potential 

license plate region. At this stage a filtration technique is applied 

on the segments depending on the aspect ratio and the area of the 

segments to reject very small sized segments.  It is seen that the 

segments still may not contain the license plate, or even there may 

not be any character like appearance in the segments. To locate 

the actual segments finally Hough transform is applied over the 

segments. First horizontal Hough transform is applied on the edge 

image of the individual segments and then on the Hough image, 

the vertical Hough transform is applied. 

4. EXPERIMENTAL RESULTS 
The method described in section 3 is used to find the license plate 

region within a dataset of 219 unique images.  Fig. 1. shows the 

result of accurate localization of license plate. Fig. 1 (a-c) show 

accurate localization of license plates from the images capture at 

night. The system is also capable of detecting any number of 

license plates within an image. Fig. 1 (h) shows the result of 

detecting two license plates within an image. Fig. 2. shows images 

where localization region is more than the actual size of the 

license plate. Fig. 3. shows images where false localization has 

been resulted along with true localization of license plate. The 

system has the inherent tendency of locating any text within the 

image, head light of the vehicle or the grid like protector of the 

head light. Fig. 4. shows the results where the false localization 

has only been generated. This may be due to the very poor quality 

of the license plate characters or due to the reflection of sun light 

from the license plate. 

 

 

 

 



©2010 International Journal of Computer Applications (0975 - 8887) 

Volume 1 – No. 23 

28 

 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 



©2010 International Journal of Computer Applications (0975 - 8887) 

Volume 1 – No. 23 

29 

 

  

(g) (h) 

Figure 1. Accurate Localization of License Plate 

 

 

 

 

 
 

(a) (b) 

Figure 2. Extended localization region 
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(c) (d) 

Figure 3. False along with true localization of license plate 

 

 
 

(a) (b) 

Figure 4. False localization of license plate 
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5. CONCLUSION 
It is evident from the above discussion that the current technique 

efficiently identifies potential license plate regions from the 

surveillance-camera captured vehicle images. The technique 

successfully employs a RGB-HSI colour feature based neural 

network approach for the said purpose. The performance is 

evaluated on real datasets, collected from one of our 

implemented/working software modules, developed for a city 

traffic monitoring authority of a Metropolitan city in India. The 

performance of the technique is found to be satisfactory and 

implementable on real systems with actual deliverables. The work 

may further be extended for designing a effective license plate 

segmentation system for actual recognition of characters.  
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