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ABSTRACT 
Conventional Frequent pattern mining discovers patterns in 

transaction databases based only on the relative frequency of 

occurrence of items without considering their utility.  Until 

recently, rarity has not received much attention in the context 

of data mining. For many real world applications, however, 

utility of itemsets based on cost, profit or revenue is of 

importance.  

Most Association Rule Mining (ARM) algorithms concentrate 

on mining frequent itemsets from crisp data and recently, use 

of discrete utility values. Unfortunately, in most real-life 

applications, use of discrete valued utilities alone is inadequate. 

In many cases where these values are uncertain, a fuzzy 

representation may be more appropriate. 

An interesting extension to ARM is including the temporal 

dimension. Traditional ARM does not use time; however, the 

real application data always changes with time. Discovering 

temporal association rules that hold in given time intervals may 

lead to more useful information. As real-world problems 

become more complex, temporal rare itemset utility problems 

become inevitable to solve. To handle uncertainty, temporal 

itemset utility mining with fuzzy modeling allows item utility 

values to assume fuzzy values and be dynamic over time. In 

this paper, we present a theoretical conceptual approach to 

Temporal Weighted Itemset Utility Mining. 

 

Keywords:  
Association Rule Mining, Utility, Temporal, Frequent Pattern 

Mining 

 

1.0 INTRODUCTION 
An important area of data mining research deals with the 

discovery of association rules. The mining of Association rules 

for finding the relationships between data items in large 

datasets is a well-studied [22]. 

The basic bottleneck to association rule mining is rare item 

problem. Most association rule mining algorithms implicitly  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

consider the utilities of the itemsets to be equal [1]. A utility is 

a value attched to an item depending on its evaluation., e.g. if 

coke has support 20 and its profit is 2%, cookies may have 

support 10 but with a profit of 20%, then utility of cookie is 

higher than coke}. Similarly, most association rule algorithms  

[22] use simple support–confidence model i.e. first find all 

frequent itemsets with support of at least minsup and then 

generate all association rules with confidence of at least 

minconf. The frequency of an itemset may not be a sufficient 

indicator of interestingness because it does not reveal the utility 

of an itemset, which can be measured in terms of cost, profit, 

or other expressions of user preference. 

 In many applications, some items appear very frequently in the 

data, while others rarely appear. If frequencies of items vary, 

two problems may be encountered –(1) If minsup is set too 

high, then rules of rare items will not be found (2) To find rules 
that involve both frequent and rare items, minsup has to be set 

very low. This may cause combinatorial explosion.  
Another feature worth considering is handling temporal data. 

Temporal association rule mining discovers valuable 

relationships among items in the temporal database [23]. This 

incorporation is especially necessary if we want to extract 

useful knowledge from dynamic domains, which are time 

varying in nature.  

Further, the modeling of imprecise and qualitative knowledge, 

as well as the transmission and handling of uncertainty at 

various stages are possible through the use of fuzzy sets. Fuzzy 

logic is capable of supporting, to a reasonable extent, human 

type reasoning in natural form [24]. In many applications, for 

example, data streams, use of discrete valued utilities alone is 

inadequate. In many cases where values are uncertain, a fuzzy 

representation may be more appropriate. The utility value itself 

can be discrete or fuzzy and thus demands a new theoretic 

conceptual approach to the problem, which has been proposed 

in this paper.  

The rest of paper is organized as follows. In section 2, we 

discuss some related works. In section 3, we detail our 
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proposed theoretical conceptual approach. Section 4 presents 

conclusion & future work. 

 

2. Related Work 

Utility mining is now an important association rule mining 

paradigm. In [1], a good foundational and theoretical model to 

utility itemset mining is introduced where a utility table 

UT<I,U> is defined by items I and their utilities U computed 

for each transaction and termed local utility of a transaction. 

This approach is improved in [5]. Some utility approaches have 

considered performance enhancements to enable handling of 

large candidate sets, for example in [6] which is adopted 

theoretically from [1].  

Some of the more recent works in temporal ARM arises from 

utility data streams e.g the FTP-DS algorithm [7], THUI 

(Temporal High Utility Itemsets)-Mine [21] and some others 

[2] [6]. In these approaches, a time window is usually 

employed to mine temporal utility itemsets efficiently. We note 

that even in these dynamic approaches, where dynamic means 

data changes with respect to time, the utility or weight of an 

item does not change with time or during any given time 

window. The approach in [8] does not consider the utility of an 

item changing within the same period i.e. they allow 

dynamicity of a utility value between time partitions and not 

within time partitions. Further, [8] only considers discrete-

valued utilities.  

In many applications, for example stock markets or data 

streams, use of discrete-valued utilities alone is inadequate. In 

cases where the values are uncertain, a fuzzy representation 

may be more appropriate. However, we note that even in 

normal temporal association rule mining where the data is 

analyzed from a static point of view but with a given temporal 

measure, there needs to be a theoretical foundation on the 

problem of temporal utility mining with weighted utility 

measures (fuzzy or non-fuzzy) redefined. 

 In [1], a foundational approach is given from a static ARM 

approach (without consideration of temporal or fuzzy features). 

We build on this foundation.  
 

3. Problem Statement 

In this section, a problem definition for utility mining from a 

temporal and fuzzy perspective is presented with formal 

definitions and examples to illustrate the approach. 

DEFINITION 3.1 (Utility Mining) Let D  be a given 

transaction database with a set of transactionsT , a set of items 

},,,,{ 321 miiiiI L=  where each item Ii∈  has a set of 

time measures with defined 

granularities },..,,,{ ||321 kppppP = and utilities defined 

},..,,,{ ||321 kuuuuU = . Utility mining is the problem of 

finding all itemsets in a transactional database above a 

minimum utility thresholdτ  satisfying a given a minimum 
support ѕ and confidence c.  

DEFINITION 3.2 (Utility Table) A utility table UT is a 
triple >=< PU,I,UT  where each  item i has some utility 

value ju  in },..,,{ ||21 kuuuU = for some .0>k These 

utility values are set accordingly and correspond to a given set 

of time partitions or periods },..,,{ ||21 kpppP = i.e. ju  

corresponds to some jp . Note that some ij uu = at time 

ip and jp respectively, and if 1.. ||21 ==== kuuu at all 

times, the problem becomes a standard ARM problem.  

These definitions may apply more appropriately to discrete-

valued utilities [8]. In [8] the authors present the first dynamic 

utilities in ARM where a time partition p  (e.g. transaction 1 
to transaction k) has one set of utility values without allowing 

item utilities within the transaction block kpp ,..,1 to change. 

Naturally, our approach is more realistic in real applications 

because not all utilities may remain the same in a given time 

partition. Alternatively, utility values should be allowed to 

have continous or even fuzzy values. For example, for stock 

exchange data, share prices of one particular product may 

remain constant in same period of time that one other product’s 

share price changes ten times. Utility mining frameworks ought 

to reflect such dynamicity within the time partitions being 

considered.    

We now define item utility, itemset utility, transaction utility 

and the corresponding utility function according to [1] as 

follows:  

DEFINITION 3.3 (Transaction Utility) The transaction 

utility value in a transaction, denoted )T ,(i qpou , is the 

value of an item pi  in a transaction qT . The transaction 

utility reflects the utility in a transaction database. 

DEFINITION 3.4 (External Utility) The external utility 

value of an item is a numerical value )s(iq  associated with an 

item qi  such that )()s(i qq iU= , where U  is a utility 

function, a function relating specific values in a domain to user 

preferences.  

DEFINITION 3.5 (Utility Function) A utility 

function ),( sof  is a two variable function, that satisfies: 

(1) ),( sof monotonically increases in ),( sof for fixed o. 

(2) ),( sof monotonically increases in ),( sof for fixed s. 

DEFINITION 3.6 The utility of an item qi in a transaction 

qT , denoted ),( qq TiU , is ))(),,(( qqq isTiof , where 

),( qq Tio is the transaction utility value of qi , )( qis is the 

external utility value of qi , and f  is a utility function. 

Given these definitions, however, the dynamicity of utility 

values over time can add to the interestingness of the 

association rules discovered. Here we can further distinguish 

between cyclic, semi-cyclic and non-cyclic utilities.  
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DEFINITION 3.7 (Cyclic utility) A cyclic utility j
cu of an 

item ju is when an item’s utility repeats in given periods of 

time.  

For example, utility of alcoholic beverages may change 

repeatedly between festive and non-festive periods. In contrast, 

utility of a fridge may not be cyclic in festive seasons. 

DEFINITION 3.8 (Semi-Cyclic utility) A semi-cyclic utility 

j
csu −
of an item ju is when an item’s utility, on average, can 

appear repeatedly. 

DEFINITION 3.9 (Non-Cyclic utility) A non-cyclic utility 

j
cnu −
of an item ju is when an item’s utility never repeats 

but assumes different values all the time.  

Non-cyclic utilities are those where items are not 

following a repeating pattern and hard to predict. We note that 

cyclic and semi-cyclic utility can be useful for investors in the 

stock market. Also, every type of utility however can be 

captured by a consumer price index for benchmarking the 

economy’s weighted average of prices of a basket of consumer 

goods. 

Following formulations from [1], we present an example of a 

typical utility mining problem where the database records 

quantitative items i.e. numbers of items bought per transaction. 

Table 1 shows a transaction database with item quantities sold 

per transaction. Suppose that external utilities for the three 

items are A=4, B=7 and C=2. 

 

 

             

 

 

 

 

 

Table 1. Quantitative Transaction Database 

 

 

 

 

 

 

 

 

 

In transaction 1, the transaction weight of item A, (A, 
1T )= 20, 

item B, (B, 
1T )=5 and item C, (C, 

1T )=50. 

 

 

 

Table 3: Temporal Dynamic Utility values within 

transaction periods (Continuous value) 

 

Given the external utilities of the three items A, B and C as 

},,{ CBA µµµ = (4, 7, 2) in period 1p , the weighted utility of 

item A in transaction 1T  is =),( 1TAu 8020*4* ==AA νµ . 

Similarly, utility of C in transaction 6T  is 

=),( 6TAu 2010*2* ==CC νµ and so on. The simple 

example emphasizes two factors, internal and external utility in 

determining utility of an item. Since an itemset X  is made up 

of item combinations from different transactions XT  where 

X occurs, the local utility of an item Xxi ⊂ is                                     

∑∑
∈∈

==
Xq

qII

Xq

qIIi TTXxl ),(*),*(),( νµνµ
 

as Iµ  is 

constant with XTq ⊇ .  

In table 1, local utility of B in period 1p is 

),( BBl =7*(5+4+1+3+2)=105.  

Similarly utility of a k-itemset (e.g. AB is a 2-itemset) in the 

same period is  

∑
=

=
k

i

i XxlXu
1

),()( = ),(),( ABBlABAl +
     

= 

4*(20+10+3+3+1)+105=4*37+105=253, ignoring transactions 

3 and 4. 

In table 2 item has static utility values for all transaction in a 

given time granularity. For example in time granularity 1p the 

utility value of item A is 4 for all transactions. An example of 

dynamic utility within a time partition is shown in table 3.  

 

In table 3 items have different utility values for different 

transaction in a given time granularity and some are dynamic 

with a given time period e.g. B has dynamic within T1 to T3.  

For example in time granularity 1=uP , the utility of item A is 

4 in Transactions T1 to T3. Infact, this item has a cyclic utility 

value in 1=uP and 3=uP .  

Item   Utility Pu 

A   {4, 5, 4, 15} 
{<p1>, <p2>, 

<p3>,<p4>} 

B {7, 4, 10, 2} 
{<p1>, <p2>, 

<p3>,<p4>} 

C {2, 1, 5, 8} 
{<p1>, <p2>, 

<p3>,<p4>} 

Pu=1   Pu =2   Pu =3   Pu =4 

ITEM Utility 
  
ITEM Utility 

  
ITEM Utility 

  
ITEM Utility 

TID 
  

TID 
  

TID 
  

TID 

T1 T2 T3   T4 T5 T6   T7 T8 T9   T10 T11 T12 

A 4 4 4   A 5 5 5.3   A 4 4 4   A 15 15 15 

B 7 7 8   B 4 4 4.5   B 10 10 10   B 2 2.1 3 

C 2 2 3   C 1 1 1.3   C 5 5.2 5   C 8 8.4 8 

 

 

   
 

    
 

    
 

    

 
TID   A B C 

1   20 5 50 

2 10 4 12 

3 8 0 25 

4 3 1 0  

5 3 3 8 

6 4 0 10 

7 1 2 1 

.. .. .. .. 

12 .. .. .. 

 

Table 2. Temporal Static Utility values  
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Table 4 shows Transaction Database.  

Let Dataset D have transactions },..,,( 21 ntttT =  and a set 

of items X= { x1, x2,….., xm }. Let P= {P1, P2,….., Pk} be a set 

of time granularities and |xi| is the number of such items. 

 

Definition 3.10. Utility Temporal Support is sum of the 

utilities of the item, presented in all transactions, divided by the 

total number of transaction in a particular time period 

],[ ki PP  and defined as: 

||

),(*||

)(
],[,1

D

txUx

xUTS

k

PPitxq

qii

i

kqi

∑
∈∈=

=  

 

For example, using tables 1 and 3, x1=A, q=1, 2; where |D|=6, 

Utility Temporal Support of item A is calculated as: 

 

UTS(A)=(20*4+10*4+8*4+3*5 +3*5+4*5.3) /6           

            = 33.9 

 

Definition 3.11. Utility Temporal Confidence is the ratio of 

sum of votes satisfying both AUB to the sum of votes 

satisfying A. It is formulated as: 

)(

)(
)(

AUTS

BAUTS
BAUTC

∪
=→  

 

Utility Temporal Confidence of (AB) in ],[ 21 PP is calculated 
as:   

 

UTC (AB) = UTS(A)+UTS(B))/UTS(A) 

        =(33.9+(5*7+4*7+1*4+3*4)/6)/33.9     

        =(33.9+13.2)/33.9 

        = 1.39 

 

In reality, we assume that time granularities are set according 

to the application domain but in the example of table 4, we set 

discrete values for simplicity. 

Table 4 Transaction Database 

 

A partitioned database is given in table 4 with time 

granularities (P1, P2, P3, P4) each of which represents variable 

time periods.  

 

This is typical in real world applications where at particular 

times some items have higher demands, profitability etc than 

others. 

 

We can see from table 4 that in period 2, the best utility item is 

A with 13, followed by B and then C, but in period 3, item B 

has the highest utility of 10 etc. 

 

Apart from discrete utility values, we can use fuzzy values 

(Low, Medium, high) to describe utilities. This aspect 

represents an imprecise value usually given as an estimate of 

utility of an item. Table 5 shows this for four periods. 

 

 

 

 

Table 5. Fuzzy temporal utility table 

 

To illustrate further, table 5 can be a translation of discrete 

values to fuzzy values where linguistic values used are Low [0, 

10], Medium as [11,40] and high as [41-100]. To simplify our 

understanding, we use table 2. For item A, {4, 5, 4, 15} are 

utilities for periods 1, 2, 3 and 4 but  {L, M, H, M} according 

to the fuzzy sets defined in table 5.  

 

However, in contrast to table 5 where utilities are allowed to be 

dynamic within one time period per transaction, an aggregation 

of fuzzy support and confidence is needed to compute actual 

supports for such an item. As boundary values in portioning 

quantitative data is error-some, a normalization of fuzzy 

support and confidence is more realistic.  

 

A fuzzy representation of fuzzy utilities is shown in table 6.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6. Dynamic fuzzy utility values within transactions in 

given periods. 

 

 TID    A B C 

 

P1 
1   20 5 50 

2 10 4 12 

3 8 0 25 

 

P2 
4 1 2 3 

5 6 4 3 

6 13 2 4 

 

P3 

7 5 10 2 

8 3 5 1 

 

P4 

9 1 3 2 

10 30 50 5 

11 3 12 15 

Item    U P 

A   {L, M, H, M} {1, 2, 3, 4} 

B {M, M, H, L} {1, 2, 3, 4} 

C {L, L, M, M} {1, 2, 3, 4} 

P TID   Trans Fuzzy Utility 

a       b    c   d 

  

1st  

  
  

T1   a, b, c L     H    H   L  

T2 b, c L     H    H   L  

T3 a, b, c, d H    M    H   M 

T4 a, b, d H    H    H   L  

2nd  

  
  

T5 b, c, d H    H    H   L  

T6 a, c, d L     H   L   L 

T7 b, c, d M    H   H  L 
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Let Dataset Z have transactions },..,,( 21 ntttT = and a set 

of items },..,,( 21 mxxxX = . },..,,{ 21 kpppP =  is a set 

of time granularities. Let >< AX , be the itemset–fuzzy set 

pair, where X is any attribute ix  and A  is the set of fuzzy 

sets ia  with fuzzy temporal utility membership degree iµ for 

each itemset >< AX , . 

The fuzzy utility support of an item ix in a period 
kP for every 

transaction
qt  is given by     

 

||

|)])|.(*)([(

)(

||

,1

||

1
1

Z

xtx

xFTUS

k

kq

i

P

Ptk

t

j

m

i

iqi

i

∑ ∑ ∑
∈=

=
=










=

µ
 

where || ix is the weighted value of an item e.g. 20 for item A 

in P1 of table 1.   
We an also calculate fuzzy temporal utility confidence in the 

same way. 

 This approach sets a new direction where real 

applications can use different utilities varying over time, 

moreover, the flexibility of this approach renders potential for 

further work and experiments on large real-world data sets with 

varying time granularities. 

 

4 Conclusions and Future Work  
 

Our work presents a new foundational approach to temporal 

weighted itemset utility mining where item utility values are 

allowed to be dynamic within a specified period of time, unlike 

traditional approaches where these values are static within 

those times. Moreover, our approach incorporates a fuzzy 

model where utilities can assume fuzzy values on the other 

hand. A Conceptual model has been presented that allows 

development of an efficient and applicable algorithm to real 

world data and captures real-life situations in fuzzy temporal 

weighted utility association rule mining. 
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