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ABSTRACT  
The current methods to measure the reliability of software are 
usually focused on large server based products. In these 
approaches, the product reliability is traditionally measured in 
terms of catastrophic failures, as the raw data is generally 
collected manually through service organizations. This filter out 
data on  many types of operational failures. In this paper we 
discuss some of the key factors in determining reliability of such 
software products. Paper then discusses systems being used for 

measuring reliability of commercial software. 
Qualitative/quantitative measurement of software reliability on 
following five factors. S1=Installation requirements, S2= staff 
analysis skills, S3=Staff application knowledge, S4=staff tool 
skill and S5= staff team skill. In this paper four different cases 
are carried out by means of principle component analysis. First 
analysis with size as predominant factor, Second analysis with 
effort as predominant factor, third analysis with duration as 

predominant factor, finally including all the three associated in 
the list of seven factors with software reliability performance. 
The analysis of variables is to identify the dimension that is 
latent. This can be considered in the phenomena of performance 
correlation. That is to study the effects in the developed 
principal components analysis approach. 
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1. INTRODUCTION:  

The software development process becomes increasingly time 
consuming and expensive due to the complexity of software 
systems [12]. In the mean time, the need for the highly reliable 
software system is ever increasing [3,4].  
How to enhance the reliability of the software systems and 
reduce the cost to an acceptable level becomes the main focus of 
the software industry. Methods of applying reliability to 

software development practice is highly desirable (Pham & 
Zhang, 2000)[14,15]. PCA (Principal Component Analysis) is 
used to explain the correlation structure of a set of predictor 
variables[2]. In this paper three different groups with each group  
 
 
 
 
 

 
 

 
 
 
 
 

 
 
 
 
 
 
 
of five elements combinations of variables.  The variables are 

related to software development.   Here 50 validated projects 
data are taken for this analysis are used for software 
performance measurement[4,7,8,9]. 

 

2. ANALYSIS 
 In this analysis, we performed a survey and obtained empirical 
qualitative and quantitative data from managers who participate 
in the software development practice. Eight factors are involved 
in every phase of the software development process. Here four 
different groups are considered. The predictor variables are   
1) Application size, S1,S2, S3, S4 & S5 
2) Duration,. S1, S2, S3, S4 & S5 
3) Effort, S1, S2, S3, S4  & S5 where  

4) Size, effort, duration, S1, S2, S3, S4 & S5 where 
S1= Installation requirements 
S2= staff analysis skills  
S3=Staff application knowledge  
S4= staff tool skill 
S5= staff team skill 

Five different levels are identified (see details of factors) for 
each variable separately by means of fuzzy logic [1,13]. Four 
analyses are carried out. The variables are standardized using 

normal distribution principles [6]. Covariance matrix is 
generated. 
 

2.1 Size, S1, S2, S3, S4 & S5:  
 Principle components analysis matrix coefficients are given in 

table A1. Principal component Scores is given in table A2. Rows 
correspond to observations, columns to components. Hotelling's 
T-squared statistic for each observation is given in TableA3. The 
eigen values and proportion of variances explained by 
component is shown in table A4. Table A5 gives residuals 
obtained by retaining the principal components by the 10-by-5 
data matrix. Rows correspond to observations, columns to 
variables[5,6]. 

 

2.2 Duration,S1,S2,S3,S4, & S5: 
   Principle components analysis matrix with Duration the main 
component is in Table B1.Principal component Scores is given 
in table B2. Rows correspond to observations, columns to 

components. Table B3 represents Hotelling's T-squared statistic 
for each observation. Table B4 shows the  eigenvalues of the 
covariance matrix in  latent and Percentage of variance. Eigen 
values show only Duration and S1 can be retained. S2,S3,S4 & 
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S5 have no role. Table B5 gives Residuals obtained by retaining 
the principal components by the 10-by-5 data matrix. Rows  
correspond to observations, columns to components. 

 

2.3 Effort, S1, S2, S3, S4, & S5:  
Table C1 gives Principle components analysis matrix with effort 
as the main component. Principal component Scores is given in 
table C2. Hotelling's T-squared statistic for each observation in 
table C3. Table C4 represents eigenvalue of covariance matrix in 
latent and percentage of variance. Eigen values show only effort 

and S1 are valid. S2, S3, S4 have no role.. C5 gives residuals of 
principal components 

 

2.4 Size, Duration, Effort, S1, S2, S3. S4,  S5: 
Table D1 gives combined effect of S1, S2, S3, S4, S5 with size, 

duration and effort all in Principle components analysis matrix. 
Table D2 gives  Principal component Scores is in and 
Hotelling’s T square statistic for each observation in table D3. 
Table D4 represents eigenvalue of covariance matrix in latent 
and percentage of variance.Eigen values show similar to table 
A4.  D5 deals with principal components Residuals.  

 

 

 

3. CONCLUSION 
   Investigating the effects of factors in each (Four different 
groups) case is discussed in detail, 

 PCA is done using a covariance matrix, 

 Sum of the eigen values  represents the number of  

variables entered into the PCA, 

 Last component eigen value in tables A4, B4, C4 and 

D4 is very small in each case.  

 The analysis of variables is to identify the dimension 

that is latent. 

 Here retained all five values. Screen plot for these 

examples is shown.  

 Hotelling's T-squared statistic for each observation and 

residuals from PCA are also given.  

 Size, effort, duration and S1 are more predominant factors;  

 Duration or efforts has no effect on S2, S3, S4 and S5.   

 

4. DETAILS OF FACTORS: 
Training needs for users and variants of platform  
S1= Installation requirements 

 1=Very low; No training needs; < 10 users. 
 2= Low; some training; about 10 users; creation of basic data 

only minor 
3=Nominal; typical training; 10-50 users. Some conversion of 
old data. 
4=High; large scale training for several organizations; <1000 
users; extra software for conversions; possible parallel runs ; 
several platforms 
5=Very high; > 1000 users; Long expected life time; several 
user organizations; several different platforms. 

 

S2= staff analysis skills; Analysis skills of project staff at 

kick off. 
1 Very low; No experience in requirements analysis or similar 
projects. 

2. Low; < 30 % of project staff with analysis and design 
experience in similar projects. 
3 Nominal; 30-70%of project staff with analysis experience; one 
experienced member.  
4. High; Most members of staff with experience in specification 

and analysis; Analysis professional in charge. 
5. Very high; Project staff composed of first –class 
professionals. Members have strong vision and experience with 
requirements analysis. 

S3= Staff application knowledge: Knowledge of application 

domain in project team.(supplier and customer) 
1=very low: team application experience < 6 months on average. 
2= low; application experience low; some members have 

experience; 6-12 months on average. 
3=Nominal; Application experience good; 1-3 years on average. 
4=High; Application experience good both at supplier and 
customer sites. 3-6 years on average. Business dynamics known. 
5=Very high; both supplier and customer know application area 
well, including the business; > 6 years average experience.  

S4= staff tool skill: Experience level of project team 

(supplier and customer) with development and 

documentation tools at project kick off; 
1 = Very low; Team has no experience in necessary tools; 
team’s average experience < 6 months. 
2 = Low; Tools experience < average; Some members have 
experience with some tools; 6-12 months on average. 
3 = Nominal: tools experience good in about half the team; some 
members know development and documentation tools well; 1-3 
years on average 

4 =High; most team members know tools well; some members 
can help others; 3-6 years on average. 
5= Very high; team knows all tools well; support available for 
specific needs of project; >6 years average experience. 
S5= staff team skill: Ability of project team to work 

effectively according to best project practices: 
1=Very Low; scattered team; minimal project and management 
skills  
2=Low; some members with previous experience on similar 

projects; not united as a group  
3=Nominal:  most members with experience on similar projects 
; commitment on project goals good ; no motivation to utilize 
real team spirit 
4=.High; group very active and knows how to exploit team 
effectiveness 
5=Very high; very anticipatory team; team can solve in an 
innovative way most personal and team problems; superior spirit 
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