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#### Abstract

An algorithm for minimum spanning tree ${ }^{[1]}$ is discussed here. Apart from the traditional Kruskal's ${ }^{[2]}$ and Prim's ${ }^{[3]}$ algorithm for finding the minimum spanning tree, yet another algorithm for the same purpose is described here. Initially we form a forest and then we convert the forest into the minimum spanning tree


## Categories and Subject Descriptors

Algorithm C. 4 (Data Structures)

## General Terms

1. Algorithm.

## Keywords

Graph: It is a collection of nodes. It mainly consists of two elements -vertices and edges.

Vertex: It is simply drawn as a node or dot.
Edge: It is a line connecting two vertices.
Degree: It is the total number of edges incident on a vertex.

## 1. INTRODUCTION

The minimum spanning tree algorithm finds application in many areas like, proving optimal solution of greedy algorithm ${ }^{[4]}$, approximate solution to minimum spanning tree problem ${ }^{[5]}$, defining clusters in a dataset etc.
There have been two well known algorithms in the past for finding the minimum spanning tree. In this paper, I present yet another algorithm for solving the same problem. The "Vicky Algorithm", works by initial forest formation and converting the forest into the minimum spanning tree.

## 2. Algorithm description:

Primarily every node in the graph is considered individually and the shortest edge from that node is established. After all the minimum edges from all the nodes are established, we go verifying the output. If the best case is taken into account, the output of this step would be the minimum spanning tree itself. If, that is not the case, as we traverse from a start node to the last, we will encounter a break in the traversal. Thus all nodes will not be visited while traversal. And the outcome is the forest
which is formed. Hence, to convert the forest so formed by the previous step of the algorithm, at the point of the break the next shortest edge is established. Then the same procedure from the traversal step is continued again till all the nodes are visited.

## 3. Algorithm:

| Algorithm Vicky(U) |  |
| :---: | :---: |
| Begin |  |
|  | /* |
|  | $G$ is the given undirected graph with cost as cost adjacency matrix ' $C$ ' |
|  | $N$ is the number of vertices |
|  | $U$ is the chosen source vertex for each iteration |
|  | $X$ is an element in the array |
|  | $A /]$ is the array |
|  | $V$ is the destination vertex |
|  | */ |

For $\mathrm{U}=1$ to N
Visited[U]=0
Let $\langle\mathrm{U}, \mathrm{V}>$ be the lightest edge between a chosen source vertex and any given destination vertex in graph ' $G$ '
It should be included in the forest
End for

$$
\mathrm{U}=1 ; \mathrm{i}=1 ; \text { count }=1 ;
$$

Visited[U]=1;
Push U into stack;
Traverse(U);
While count $<\mathrm{N}$ do
If stack != Empty
POP stack;
Store POPed value in $\mathrm{A}[\mathrm{i}]$;
i++;
$\mathrm{U}=$ Top (stack);
Traverse(U);
End if
If stack=Empty
Choose $<\mathrm{X}, \mathrm{V}^{\prime}>$
/*
$<\boldsymbol{X}, \boldsymbol{V}^{\prime}>$ is the next shortest path
*/
Visited $\left[\mathrm{V}^{\prime}\right]=1 ;$

Choose <X,V'>
$\square$

Visited [ $\mathrm{V}^{\prime}$ ] $=1$;

```
    U=V';
    Count++;
    Traverse(U);
    End if
Return
Traverse (U)
begin
If <U,V> exists && V is not visited
    PUSH 'V' into stack;
    Visited[V]=1;
    U=V;
    Count++;
    Traverse(U);
End if
End
```


### 3.1 Time complexity:

The calculated time complexity for the Vicky algorithm is $\mathrm{O}\left(\mathrm{E}^{2} \log V\right)$ where E is the number of edges and V is the number of vertices.
Although the time complexity is the same as that of Kruskal's ${ }^{[6]}$ and Prim's ${ }^{[7]}$ algorithm, this approach has certain advantages over the other its predecessors.

### 3.2 Advantages:

- This algorithm also takes the same running time as that of the previous two algorithms.
- The additional feature of VICKY algorithm is that, there no formation of loop. Hence running a check for occurrence of closed loop is completely avoided.
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