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ABSTRACT 

Ad-Hoc Wireless Network (AWN) is a collection of mobile hosts 
forming a temporary network on the fly, without using any fixed 
infrastructure. DSR routing protocol was used to evaluate the 
MACA and EMACA performance. Results show that the 

EMACA simulation performs well as compared to MACA in 
sense of Throughput, Total Packet Receive, Drop Packet Ratio 
and Average Jitter under varying conditions of no. of nodes. In 
DSR like all On- Demand routing algorithms, route discovery 
mechanism is associated with great delay. More Clearly in DSR 
routing protocol to send route reply packet, when current route 
breaks, destination seeks a new route. In this paper we will try to 
change route selection mechanism proactively. We will also 

define a link stability parameter in which a stability value is 
assigned to each link. Given this feature, destination node can 
estimate stability of routes and can select the best and more stable 
route. Therefore we can reduce the delay and jitter of sending data 
packets. We have evaluated the operation of DSR through detailed 
simulation on a variety of movement and communication patterns, 
and through implementation and significant experimentation in a 
physical outdoor ad hoc networking testbed we have constructed, 

and have demonstrated the excellent performance of the protocol.   
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1. INTRODUCTION 
MOBILE ad hoc network is a collection of wireless mobile nodes 
which dynamically form a temporary network without the use of 
any existing network infrastructure or centralized administration 
[18], [19], [20]. Since the topology of network is constantly 
changing, the issue of routing packets between any pair of nodes 

becomes a challenging task. Ad hoc routing protocols can be 
classified into three main categories: Proactive, reactive and 
hybrid protocols. Mobile Ad Hoc Networks are wireless networks 
which do not require any infrastructure support for transferring 
data packet between two nodes [1], [2], [3], [4], [12]. In these 
networks nodes also work as a router that is they also route packet 
for other nodes. Nodes are free to move, independent of each 
other, topology of such networks keep on changing dynamically 

which makes routing much difficult. Therefore routing is one of 
the most concerns areas in these networks. Normal routing 
protocol which works well in fixed networks does not show same 

performance in Mobile Ad Hoc Networks. In these networks 
routing protocols should be more dynamic so that they quickly 
respond to topological changes. 

 

 

Figure 1: Mobile Ad Hoc Network 

Quality of service (QoS) is the performance level of a service 
offered by the network to the user. The goal of QoS provisioning 
is to achieve a more deterministic network behavior, so that 
information carried by the network can be better delivered and 
network resources can be better utilized [4], [7], [8]. A network or 
a service provider can offer different kinds of services to the 
users. Here, a service can be characterized by a set of measurable 
Pre specified service requirements such as minimum bandwidth, 

maximum delay, maximum delay variance (jitter), and maximum 
packet loss rate. After accepting a service request from the user, 
the network has to ensure that service requirements of the user’s 
flow are met, as per the agreement, throughout the duration of the 
flow. 

A MAC protocol in a multi-access medium is essentially a 
distributed scheduling algorithm that allocates the channel to 
requesting nodes [2], [4], [12], [13]. Two commonly used access 
principles in wireless networks are fixed assignment channel 

access and random access method. In the former method, a pair of 
nodes is statically allocated a certain time slot (frequency band or 
spread spectrum code), as is the case for most of voice-oriented 
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wireless networks. On the other hand, in random access MAC 
protocols, the sender dynamically competes for a time slot with 
other nodes. This is a more flexible and efficient method of 
managing the channel in a fully distributed way, but suffers from 
collisions and interference. 

Carrier Sense Multiple Access (CSMA) refers to a family of 
protocols used by stations contending for access to a shared 
medium like an Ethernet cable or a radio channel. There are 
multiple "flavors" of CSMA; each has a different way of dealing 
with the collisions that can occur when more than one station 
attempts to transmit on the shared medium at the same time. 

Multiple Accesses with Collision Avoidance (MACA) is a slotted 
media access control protocol used in wireless LAN data 

transmission to avoid collisions caused by the hidden station 
problem and to simplify exposed station problem [2], [12], [14], 
[15], [16]. This MACA protocol is not fully solve the hidden node 
and exposed terminal problem and nothing is done regarding 
receiver blocked problem. 

 Contention Based Protocol 

 Nodes are not guaranteed periodic access to the channel. 

 They cannot support real time traffic. 

 Three way handshaking. 

 RTS—CTS—Data packet exchange 

 Binary Exponential back off Algorithm 

 Sender initiated Protocol 

 RTS—CTS carrier information about the duration of 
time for neighbor nodes. 

Enhancement of Multiple Access Collision Avoidance 
(EMACA) Protocol

Rx Tx N4

N2

N1

N3

N5

(1) RTS
(3) CTS

(6) DSSI-ACK

(11) DATA RECEIVED

SENDING ACK

(5) DSSI

(7) SENDING DATA

(10) N2 is not replying congestion 
may be? I backoff…

Now I can reply to N1 for
old RTS with RRTS

(9) I can not listen RTS; 
I can not reply.

(2) RTS heard from Tx, Hence my
transmission is differed till
CTS should be received.

(4) I have heard now CTS, Hence 
my transmission is differed 
till data is to be received. 

(10) N4 is not replying congestion 
may be? I backoff…

(4) I have heard now CTS, Hence 
my transmission is differed 
till data is to be received. 

(2) RTS heard from Tx, Hence my
transmission is differed till
CTS should be received.

(6) DSSI tells me that what is data
size and RTS/CTS exchange is
a success. Hence I differ my
transmission till data end.

20

 

Figure 2: EMACA Protocol 

 EMACA (Enhancement of Multiple Accesses with Collision 
Avoidance) Protocol is based on MACA with some modifications 
over it. Instead of three way handshaking in MACA, EMACA 
protocol has five way handshaking RTS – CTS – DSSI – 

DSSI_ACK – DATA Sending – ACK [26]. 

 

2. ROUTING PROTOCOL 
Routing is the act of moving information from source to a 

destination in an internet work. During this process, at least one 
intermediate node within the internet work is encountered. The 
routing concept basically involves two activities: firstly, 
determining optimal paths and secondly, transferring the 
information groups (called packets) through an internet work. The 
latter concept is called as packet switching, which is straight 
forward, and path determination is very complex. Routing 
protocol uses several matrices to calculate the best path for the 

routing the packet to its destination. These matrices are a standard 
measurement that could be number of hops, which is used by the 
routing algorithm to determine the optimal path for the packet to 
its destination [21], [22]. The process of path determination is 
that, routing algorithms initialize and maintain routing tables, 
which contain the total route information for packet. This route 
information varies from one routing algorithm to another. Routing 
tables are filled with a variety of information which is generated 

by routing algorithms. Most common entries in the routing table 
are ip-address prefix and the next hop. Routing tables 
Destination/next hop associations tell the router that a particular 
destination can be reached optimally by sending the packet to 
router representing the "next hop" on its way to final destination 
and ip-address prefix specifies a set of destinations for which the 
routing entry is valid for. 

 

Figure 3: Routing Protocol 

The Dynamic Source Routing protocol (DSR) is a simple and 
efficient routing protocol designed specifically for use in multi-
hop wireless ad hoc networks of mobile nodes. DSR allows the 

network to be completely self-organizing and self-configuring, 
without the need for any existing network infrastructure or 
administration [19], [20], [21], [22]. The protocol is composed of 
the two main mechanisms of "Route Discovery" and "Route 
Maintenance", which work together to allow nodes to discover 
and maintain routes to arbitrary destinations in the ad hoc 
network. All aspects of the protocol operate entirely on-demand, 
allowing the routing packet overhead of DSR to scale 

automatically to only that needed to react to changes in the routes 
currently in use. Routing in mobile ad hoc networks is a 
challenging task because nodes are free to move randomly. 

The use of source routing allows packet routing to be trivially 
loop-free, avoids the need for up-to-date routing information in 
the intermediate nodes through which packets are forwarded, and 
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allows nodes forwarding or overhearing packets to cache the 
routing information in them for their own future use. All aspects 
of the protocol operate entirely on-demand, allowing the routing 
packet overhead of DSR to scale automatically to only that needed 
to react to changes in the routes currently in use. 

In DSR the sender (source, initiator) determines the whole path 
from the source to the destination node (Source- Routing) and 
deposits the addresses of the intermediate nodes of the route in the 
packets. Compared to other reactive routing protocols like ABR or 
SSA, DSR is beacon-less which means that there are no hello-
messages used between the nodes to notify their neighbors about 
her presence. 

 Route Discovery (find a path) 

 Route Maintenance (maintain a path) 

 

Route Discovery 

 

Figure 4: Route Discovery 

If node A has in his Route Cache a route to the destination 

E, this route is immediately used. If not, the Route 

Discovery protocol is started: 

 

 Node A (initiator) sends a Route Request packet by 
flooding the network 

 If node B has recently seen another RouteRequest from 
the same target or if the address of node B is already 

listed in the Route Record, Then node B discards the 
request! 

 If node B is the target of the Route Discovery, it returns 
a RouteReply to the initiator. The RouteReply contains 
a list of the ―best‖ path from the initiator to the target. 
When the initiator receives this RouteReply, it caches 
this route in its Route Cache for use in sending 
subsequent packets to this destination. 

 Otherwise node B isn’t the target and it forwards the 
Route Request to his neighbors (except to the initiator). 

 

Figure 5 (a): Route Request 

 

Figure 5 (b): Route Reply 

Route Maintenance 

In DSR every node is responsible for confirming that the next hop 
in the Source Route receives the packet. Also each packet is only 
forwarded once by a node (hop-by-hop routing). If a packet can’t 

be received by a node, it is retransmitted up to some maximum 
number of times until a confirmation is received from the next 
hop. 

Only if retransmission results then in a failure, a RouteError 
message is sent to the initiator that can remove that Source Route 
from its Route Cache. So the initiator can check his Route Cache 
for another route to the target. 
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If there is no route in the cache, a Route Request packet is 
broadcasted. 

 

Figure 6: Route Maintenance 

 If node C does not receive an acknowledgement from 
node D after some number of requests, it returns a 
RouteError to the initiator A. 

 As soon as node receives the RouteError message, it 
deletes the broken-link-route from its cache. If A has 
another route to E, it sends the packet immediately 
using this new route. 

 Otherwise the initiator A is starting the Route Discovery 
process-again.   

3. PROBLEM DESCRIPTION 
There are three problems, First one is Hidden terminal and 

Exposed terminal problems, second one is the congestion problem 
because more than one source sends the RTS message for 
transmission and third one is, MACA does not use the 
Acknowledgement control message, so it’s not a reliable. In the 
pre existing MACA protocol hidden terminal and exposed 

terminal problems were avoided and not considered crucial. 
EMACA Protocol is based on MACA Protocol, so it’s only the 
solution of the pre existing problems. Second control message 
DSSI (Data Sending for Synchronization Information), its uses for 
what is Data length and RTS/CTS exchange is a success, Hence 
defer transmission till data ends. With simple unidirectional 
transmissions the only relevant congestion is at the receiver; 
however, with our bidirectional RTS-CTSDATA message 

exchange, congestion at both ends of the transmission is relevant. 
The last control message is ACK. ACK uses for reliability. When 
TX sends the Data and Rx receive the Data then after completed 
transmission the Rx sends the ACK for intimation that Data 
received. 

4. EXPERIMENT CONFIGURATION 
 

S.No. Parameters Values 
1 Area 1500mx1500m 

2 Number of nodes 10, 20, 30, 40 and 50 Nodes 

3 Application CBR (Constant Bit Rate) 2 to 3 Nodes 

4 Mobility Model Random Waypoint 

6 Data Packet Constant, 512 bytes packet size 

7 Simulation Time Constant, 100 Seconds 

8 Max. Speed Constant, 10 m/s 

9 MAC Protocols CSMA, MACA and EMACA  

10 Routing Protocols DSR Routing Protocol 

11 Node Placement Random 

12 Seed 1 

Table 1: Parameters Value 

A. Performance Metrics 

1) Throughput (bits/s):- Throughput is the measure of the 
number of packets successfully transmitted to their final 
destination per unit time. It is the ratio between the numbers of 
sent packets vs. received packets [4], [10], [17]. 

2) Total Packets received: - Packet delivery ratio is calculated 
by dividing the number of packets received by the destination 
through the number of packets originated by the application layer 
of the source (i.e. CBR source). It specifies the packet loss rate, 
which limits the maximum throughput of the network. The better 
the delivery ratio, the more complete and correct is the routing 
protocol [4], [10], [17]. 

3) Drop Packet Ratio:- Packet drop ratio is calculated by 

subtract to the number of data packets sent to source and number 
of data packets received destination through the number of 
packets originated by the application layer of the source (i.e. CBR 
source) [4], [10], [17]. 

4) Average Jitter: - Average Jitter Effect signifies the Packets 
from the source will reach the destination with different delays. A 
packet's delay varies with its position in the queues of the routers 
along the path between source and destination and this position 

can vary unpredictably [4], [10], [17]. 

 

5. IMPLIMENTATION AND RESULTS 
 

Figure 7: Various Performance Parameter V/s 

Numbers of Nodes 

 

 

Figure 7 (a): Number of Nodes Vs Throughput (bits/s) 
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Figure 7 (b): Number of Nodes Vs Total Packets 

Received 

 
 

Figure 7 (c): Number of Nodes Vs Packets Drop Ratio 

 

 
 

Figure 7 (d): Number of Nodes Vs Average Jitter 

6. CONCLUSIONS 
The Dynamic Source Routing protocol (DSR) provides excellent 
performance for routing in multi-hop wireless ad-hoc networks. 

As shown in our detailed simulation studies and in our 
implementation of the protocol in a real ad-hoc network of cars 
driving and routing among themselves, DSR has very low routing 
overhead and is able to correctly deliver almost all originated data 
packets, even with continuous, rapid motion of all nodes in the 
network. A key reason for this good performance is the fact that 
DSR operates entirely on demand, with no periodic activity of any 
kind required at any level within the network. This entirely on-

demand behavior and lack of periodic activity allows the number 
of routing overhead packets caused by DSR to scale all the way 
down to zero, when all nodes are approximately stationary with 
respect to each other and all routes needed for current 
communication have already been discovered. As nodes begin to 
move more or as communication patterns change, the routing 
packet overhead of DSR automatically scales to only that needed 
to track the routes currently in use. The Dynamic Source Routing 

protocol (DSR) is an important component of such a system. The 
Efficient MAC protocols can provide significant benefits to 
mobile ad hoc networks, in terms of both performance and 
reliability. The simulation results show that the protocol EMACA 
has been found better in performance than MACA protocol. 
Preliminary simulation results presented here validate the 
operational correctness of EMACA and show the potential for 
significant throughput improvement (at least in selected 
topologies). So EMACA protocol is more reliable. Consequently 

it identified and rectified additional performance drawbacks in 
EMACA through the use of adaptive learning strategies and better 
physical layer capabilities. 
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7. FUTURE WORK 
Although EMACA performs well under different conditions but 

how much of the savings from avoided collisions in EMACA will 
spent on RTS/CTS and DSSI/DSSI-ACK overhead given typical 
modem turnaround times and data packet sizes? How much better 
does power-controlled EMACA perform than the basic EMACA 
scheme? Simulations gave further confidence in the protocol and 
showed further possible improvements in performance. The 
protocol can also be improved by adding carrier sensing. 
Simulations suggest that this could improve utilization under 

heavy load by about 5%. From the results it is expected that 
RRTS, a new control message addition will abolish the expose 
terminal and hidden terminal problems and EMACA in multi 
casting application may be potential future outcome. 
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