Abstract

This paper aims to exploit the temporal correlation that exists between the various stock market variables employing concepts of adaptive filters and signal modelling in order to predict future trends and prices, using two statistical processes. Linear regression algorithm (Gradient Descent) has been used for real time prediction. The Finite Impulse Response (FIR) adaptive filter is an iterative process that minimizes the mean square error. An extrapolation of Prony's Normal Equation has been used to predict values using the least square
estimation. This models cross-section regression, i.e. the relationship between variables at a particular point in time. The analysis has been performed on stocks listed on NSADAQ and the mean square error was compared. This study reveals that the DSP techniques are adequate for modeling the variation in stock prices.
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