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ABSTRACT 
MRI of brain can reveal important abnormalities and brain 

diseases such as brain tumours if these MRI images can be 

processed properly by intelligent algorithms. As the MRI 

images have low contrast and contain noise; it is difficult to 

precisely separate the region of interest between tumour and 

normal brain tissues.  

In this paper, computationally intelligent techniques have 

been presented to classify brain MRI images into normal and 

abnormal (having tumour) ones.  

The first method uses Gabor filters to extract the texture 

features from magnetic resonance brain images and then 

performs classification between normal and abnormal images 

using Support Vector Machine (SVM).  A second method is 

also presented which uses novel histogram comparison 

method of left and right halves of brain based on Bhattacharya 

coefficient and finds bounding box as region of interest 

(ROI). Texture features are extracted using Gabor filters from 

this ROI. Finally the classification of images was performed 

using Artificial Neural Networks. A comparison of both the 

proposed methods is given at end.  

Keywords 
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1. INTRODUCTION 

Some abnormalities in the human brain like haemorrhage and 

brain tumour require immediate attention and must be 

diagnosed at the earliest. As per the research of National 

Brain Tumour Foundation (NBTF) in United States, around 

13 thousand people die out of 29 thousand people in the U.S. 

who are diagnosed with primary brain tumours each year.  

Also as per the estimation of World Health Organization 

(WHO), brain tumour is considered to be one of the most 

common brain diseases, so its diagnosis at early stage and 

timely treatment can help more than 4 lac affected persons per 

year in the world to increase chances of survival [1]. To detect 

presence of tumour, to study its clinical properties and to 

delineate tumour from healthy tissues, multiple MRI 

sequences are required which include T1-weighted(T1), T1-

weighted with contrast enhancement (T1c), T2-weighted(T2) 

and Fluid Attenuated Inversion Recovery (FLAIR) because 

one MRI sequence is not sufficient to identify/segment 

tumour completely and different sequences reveal different 

information. Moreover, the complexity of detection and 

identification yet increases since brain tumours reveal 

different appearance among different patients [2]. 

T1-weighting is generally used for the structural analysis of 

brain. It also allows to separate out healthy tissues. In T1-

weighted contrast-enhanced images (gadolinium-DTPA), the 

tumour borders exhibit sharp edges and higher intensities 

which appear brighter in the tumour region. So, the active 

tumour  and necrotic regions can be distinguished easily. In 

T2-weighted MRI, the edema region appears bright and it is 

surrounded by the tumour. FLAIR sequence specifically helps 

to separate out the edema region from the CerebroSpinal 

Fluid (CSF)[2, 5]. In our experiment 60 MRI images with T1, 

T1-weighted contrast-enhanced, T2 and FLAIR sequences 

have been used, where 30 images are of normal brains and 

another 30 images are of brains that contain tumour. 

Texture analysis has been effectively used in many 

applications in image processing which extracts and 

quantifies features based on local patterns in images. 

Literature has shown applications of texture analysis of brain 

MRI images for the detection of tumours based on their 

texture properties [3]. It has given promising results in 

segmenting brain tumours from MRI which has potential to 

outperform analysis done by experts in terms of diagnostic 

accuracy [4].  

 

Mainly for medical image processing applications, , 

segmentation of images based on textural feature methods 

give more reliable and desired results compared to 

segmentation based on gray level. Therefore, texture-based 

analysis is widely used in analysis of medical images [6]. 

 

Instead of only measuring mean values in the Region of 

Interest (ROI), researchers have shown that conventional MRI 

has higher potential when complicated features are extracted, 

such as rotation invariant texture features based on Gabor 

filtering from the central and marginal tumoural, edematous 

and necrotic region [4].  

Micro-patterns of textures like edges, lines, spots and flat 

areas in an image present different kinds of useful 

discriminative information [7]. In our experiment, Gabor 

filters have been applied to extract rotation-invariant texture 

features from MRI images. Tumours contain texture 

micropatterns at different scales and orientations. These 

micropatterns help to discriminate between tumour and 

normal tissues.  

 

Gabor filters have been applied to compute moments (mean, 

standard deviation, skewness) based features from the 

magnitude of Gabor filter responses which helped to extract 

important features of tumour. Extracted features after 

applying various Gabor filters are stored in feature vectors.  

 

 In our work, classification of MR images into normal and 

abnormal (having tumour) have been performed using two 

classifiers – Support Vector Machine, and Artificial Neural 

Network. Support vector machine (SVM) has proved its 

applicability and efficiency across wide range of applications 
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with promising classification accuracy. It has also been used 

for detecting and classifying tumours in MR brain images [4, 

5, 6] and for segmentation of brain tumour, edema and 

necrosis in [5]. The organization of the paper is as follows. 

Section 2, elaborates the related work that have been reported 

in the literature. The proposed method with details of feature 

extraction methods and classifiers have been presented  in 

section 3. Section 4 shows the results of the experiments and 

their comparison. Finally, section 5 concludes the paper. 

 

2. RELATED WORK 
Comprehensive review of development in techniques for 

brain tumour analysis, registration, feature extraction and 

segmentation methods are presented by Stefan Bauer et. al. 

They have reviewed state of the art methods for brain tumour 

analysis with performance measures. Out of major feature 

extraction techniques, most common features used for the 

brain tumour segmentation is the image intensities based on 

different graylevels and local image textures as different 

tumour areas have different textural patterns. Features based 

on alignment make use of spatial prior knowledge, obtained 

either from registration of a standard atlas into the patient 

image or based on symmetries between left and right brain 

hemispheres. Intensity gradients or edge-based features could 

be used for evolving a contour toward the tumour border [2]. 

To extract the texture features of magnetic resonance (MR) 

tumour images, Gabor wavelet analysis was carried out to 

differentiate primary central nervous system lymphoma 

(PCNSL) and glioblastoma multiforme (GBM) in [6]. Gabor 

wavelet transform with eight orientations and various 

frequencies was performed on contrast-enhanced T1-weighted 

MR images to extract the discriminant features, including 

tumour shape information. SVM was used for segmentation 

and a classification model was built based on the extracted 

features using LDA. Experiments showed that the proposed 

hybrid method, which used Gabor wavelet analysis, a support 

vector machine and linear discriminant analysis, could 

distinguish different diagnosis categories of tumour images 

[6].  

  

Segmentation is the process of dividing an image into 

homogeneous regions with similar characteristics such as gray 

level, colour, texture, brightness, and contrast [19]. Fast 

Bounding Box (FBB) algorithm proposed by Baidya Nath 

Saha et. al. was a novel fast segmentation technique which 

used brain symmetry to find out anomaly like tumours 

enclosed in a bounding box within an axial brain MR image 

using Bhattacharya coefficient to compute local histogram. 

Experimental results of FBB where compared with Intensity 

based bounding box algorithm (IBB) and Entropy based 

bounding box algorithm (EBB) and found more promising 

and accurate. The approach avoided the challenge of dealing 

with the variation of intensities among different MR image 

slices. Moreover, FBB did not need image registration. The 

method was completely unsupervised. It was also very 

efficient and could be implemented in real time [8]. Detailed 

review on image segmentation presented by Sharma et. al. has 

ranked algorithms on the basis of its suitability,  applicability,  

performance and computational cost. As per review, 

segmentation techniques based on gray level techniques such 

as region based techniques and thresholding were the simplest 

techniques and had limited applications. However, by 

combining them with artificial intelligence techniques, their 

performance could be improved.  Techniques based on 

textural features which make use of atlas or look-up-table 

have shown excellent results in medical image segmentation. 

However, for building the atlas they needed expert’s 

knowledge. Problem with atlas based technique was 

difficultly to correctly select and label data in some 

circumstances and also in segmenting complex structure with 

variable size, shape and properties. Some unsupervised 

methods such as fuzzy-c-means could be used in these kinds 

of cases [9]. Neural network-based algorithms could be used 

for texture-based segmentation and classification but they 

need heavy supervision and training and their performance 

depends upon the training method and data used in training 

[9]. An efficient detection of brain tumour based on wavelet 

transform, mathematical morphology K-means technique has 

been applied by Ahmed KHARRAT et. al. [10]. Contrast 

enhancement in tumour image by processing the 

mathematical morphology reduced the extraction steps. 

Wavelet transforms was applied for segmentation and finding 

the localisation of suspicious regions. Finally, K-means 

algorithm was used to extract the tumour. Three enhancement 

algorithms were applied - the well known Beghdadi one, 

Contrast Limited Adaptive Histogram Equalization algorithm 

(CLAHE) and Mathematic Morphology. Comparative study 

of the different algorithms showed that the Mathematic 

Morphology was better in terms of image enhancement. 

Results of K- means to extract tumour indicated significant 

outcome in comparison with expert result [10]. The detection 

of tumour based on locating the area that breaks the left-right 

symmetry of the brain was presented in [11]. Block wise 

asymmetry analysis between left and right region of brain was 

computed based on Bhattacharya coefficient calculated from 

normalized histograms with the same range from both parts. 

The algorithm was tested on 73 images containing tumour, 

tumour with edema or only edema. The algorithm could 

detect tumour of varying size correctly in 98.63% of cases, 

while it could correctly extract area of tumour in around 71% 

of cases. Algorithms didn’t aim for precise segmentation of 

the brain tumour, but only detection of approximate location 

of the tumour. This location could be then used for more 

precise tumour extraction, and could make this task easier 

[11].  Algorithm for automatic edema segmentation in FLAIR 

images was presented in [12]. This type of contrast FLAIR 

images was selected because of the visibility and 

manifestation of edema in this image type. Since in healthy 

brain, the approximate left-right symmetry generally exists, it 

was used as the prior knowledge in this paper for searching 

the approximate edema location. For the detection, 

asymmetry analysis using Bhattacharya coefficient was used. 

Since the edemas manifest as a hyperintense area in FLAIR 

images, it was extracted using thresholding. For the automatic 

determination of the threshold, the Otsu's algorithm was used. 

Every image contained a tumour with an edema or only an 

edema. Various shapes, locations, and sizes of these 

pathological areas and various image resolutions were tested. 

Even relatively small edemas were segmented correctly [12]. 

 

3. PROPOSED WORK 

3.1 Pre-processing 
Pre-processing mainly includes brain extraction, skull 

removal from MR images and image enhancement. The 

extraction of brain from skull is applied based on the 

technique of well-known Chan-Vese algorithm of active 

contour segmentation method [12].  

The Chan-Vese algorithm uses variational calculus methods 

to evolve the level set function. It performs a mapping that 

takes a level set function   as input, and returns a real number 

as shown in Eq. (1). The problem is then to search a function 

that is a critical point either minimum or maximum. The 



International Journal of Computer Applications (0975 – 8887) 

Volume 124 – No.14, August 2015 

29 

objective is to find out mapping whose critical points are level 

sets that give useful segmentations for a given problem [12]. 

For example, suppose we have a bi-level image I with domain 

that takes on only the values −1 and 1.  Define a functional F 

such that, for any function         

 

                                                
 

             .... (1) 

 

where H is the Heaviside function defined as, 

 

                                  
      
     

     ....  

(2) 

In the practical, discrete-image case the integral is interpreted 

as a sum over all the image pixels. The value of this 

functional is simply the integral of I over all the pixels where 

  is positive.  

Since the level of noise is much lower than the signal of 

tissues in brain MRI, the computation is not complicated. At 

first, the points of background are filtered out. The threshold 

is computed as an average value from the region multiplied by 

two, where no tissue is present. Since the tissues cannot be 

present in top corners of the image, the threshold is computed 

from these parts which is nearly 0 and appears as almost 

black. The image is then thresholded with this threshold value 

and the Chan-Vese segmentation algorithm is applied where 

the boundary surrounding the brain is then extracted.  

Image enhancement in medical imaging is performed by 

applying algorithms so as to make image more presentable for 

humans or computers and more enhanced in quality which 

helps to improve segmentation and classification process. It 

mainly consists of enhancing contrast, removing noise, 

improving  edges and modifying shapes as specified in [10].  

For contrast enhancement of brain MRI, histogram 

normalization has been applied as shown in Eq. (3) where 

values are normalized in the range of 0 to 255 in our work as 

it is low contrast image. 

                 
             

       
         

     ...  (3) 

 

3.2 Extracting Region Of Interest (ROI) 

using Bhattacharya Coefficient 
Image of detected brain after skull removal is divided into two 

parts of the same size based on symmetry axis which is 

parallel to vertical axis. A square block is generated which 

has side length calculated as one quarter of the longer side of 

the input image. In this case, given block size can detect both 

small and large sized tumours. Now, the algorithm is executed 

in both halves symmetrically by this block. To ensure the 

overlapping of particular area, the step size is set smaller than 

the block size. Comparison is done between these areas and 

their opposite symmetric part. The step size  has been set as 

one sixteenth of the block size. 

Comparison is performed by computing Bhattacharya 

Coefficient (BC) [24, 25]. From both the symmetric parts, 

normalized histograms and the Bhattacharya coefficient are 

computed as follows: 

 

1

( ) ( )
N

i

BC l i r i


               …. (4) 

 

where,  l and r represent histograms of blocks in left and right 

half, respectively and N denotes the total number of bins in 

the histogram. Bhattacharya coefficient takes values between 

0 and 1, where higher the value, smaller the difference 

between histograms. For the next computation, the asymmetry 

is computed as: 

 

                       1A BC                                       … (5) 

 

This asymmetry is computed for all blocks. The global 

maximum of asymmetry from all blocks is detected as 

described in [24, 25]. This is the most asymmetric block and 

most likely to contain the tumour. 

 

3.3 Feature extraction using Gabor 

Wavelets 
Because Gabor wavelets capture the local structure 

corresponding to spatial frequency (scales), spatial 

localization, and orientation selectivity, they are widely 

applied in many research areas, such as texture analysis and 

image segmentation [3, 19, 21].  

A 2D Gabor filter is a product of an elliptical Gaussian in any 

rotation and a complex exponential representing a sinusoidal 

plane wave [3, 19]. It is defined as [19]:  
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 … (6) 

 

where ƒ is the central frequency of the sinusoidal plane wave, 

θ is the rotation angle of both the Gaussian major axis and the 

plane wave, γ is the sharpness along the major axis, and η is 

the sharpness along the minor axis. The sharpness values 

along the major axis γ and along the minor axis η are set to 1.  

Image texture features can be extracted by convolving the 

image M(x,y) with Gabor filters:  

 ( , ; , ) * ( , ; , )g x y f M x y f          .... (7) 

Gabor filters with different frequencies ƒі and orientations θj 

are selected to obtain the texture features.  

             
    

                          .... (8) 

               
      

 
            .... (9) 

 

After the image is convolved with Gabor wavelets with 

different frequencies and orientations, the extracted texture 

features, G, are obtained as [12]: 

{ ( , , , ) | 1,..., ; 0,...,7}ij i jG g x y f i N j     (10)  

where ,  

( , ; , ) * ( , ; , )ij i j i jg x y f M x y f  
 .... (11) 

 

is the magnitude of the Gabor filter response. By averaging 

the magnitude values of the pixels of the image over all 

directions, the different frequency features νj, which represent 
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the texture features of the image, are obtained as V = (v0 ,v1 

,...,vi ,...,vN ), i = 1,...,N, where V is the texture feature vector 

of the image.  

 

3.4 Classification Methods 

3.4.1 Classification with Support Vector Machine 
Classification in this work is performed using a well-known 

SVM classifier [15, 18, 30]. SVM is discriminative classifier, 

originating from machine learning theory. During a training 

step, it finds a separating hyperplane for the data in the feature 

space [20]. SVM solves the the following optimization 

problem:  

  

 
, ,

1

1
min

2

l
T

i
w b

i

w w C





            .... (12) 

subject to 

( ( ) ) 1 , 0T

i i i iy w x b with       … (13) 

 

where (xi; yi) are the instance-label pairs of the dataset and w 

represents the normal vector of the separating hyperplane. C 

denotes a penalty parameter for the error and b denotes the 

offset of the hyperplane. The important property of SVM is 

that it offers the the use of a kernel function  

 ( , ) ( ) ( )T

i j i jK x x x x   .... (14) 

for transforming the data into a higher-dimensional feature 

space, where the data can be linearly separated efficiently 

with a maximum margin. Slack variables i are used for soft-

margin classification [20].  

 

3.4.2 Classification with Artificial Neural Network 

Neural network applications in computer-aided diagnosis 

represent one of the main streams of computational 

intelligence in medical imaging. Because of the adaptive 

learning of neural networks from input information using a 

suitable learning algorithm which can also improve 

themselves based on the varieties of input contents, its 

applications are seen in many medical imaging problems. It 

also gives reliable solutions based on given specifications as it 

has capability of optimising the relationship between the 

inputs and outputs by learning, and processing [22, 23]. 

 

There are several different neural network architectures and 

learning algorithms available for medical imaging 

applications, among which one of the most popular is the 

feed-forward network with backpropagation algorithm [17, 

21, 22, 27, 30]. 

 

In a feed-forward network, the neurons in each layer are only 

connected with the neurons in the next layer. These 

connections are unidirectional, which means signals or 

information being processed can only pass through the 

network in a single direction, from the input layer, through the 

hidden layer(s) to the output layer. Feed-forward networks 

commonly use the back propagation supervised learning 

algorithm to dynamically alter the weights and bias values for 

each neuron in the network. The algorithm works by 

iteratively altering the connection weight values for neurons 

based on the error in the network’s actual output value when 

compared to the target output value. The actual modification 

of weights is carried out using a gradient descent algorithm, 

where the weights are modified after each training example is 

present to the network [29]. Feed-forward neural network 

architecture used for our experiment implemented in Matlab 

environment is shown in Fig. 1. 

 

 
 

Figure 1: Sample structure of Feed-forward Neural 

Network with backpropagation used for classification of 

MRI images 

  

Neural network requires heavy computation when processing 

high dimensional data. So, to reduce size of an input image 

and number of dimensions, asymmetry analysis presented in 

[24, 25] is performed based on Bhattacharya coefficient  

and block containing tumour is identified. Only block 

expected to contain tumour is given to Neural Network as 

input image instead of whole brain MRI image. 

 

3.5  Proposed Methods 
The steps of the two proposed methods used to classify MR 

brain images into normal and abnormal categories are 

depicted in Fig.2 and Fig. 3. The detailed description of steps 

is described in above subsections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Important steps of the proposed method 1 

 

4. EXPERIMENTAL RESULTS 
Image database used  

A total of 60 samples of different subjects (persons) and 

different sequences of MRI including T1, T1c, T2 and FLAIR 

are used which include normal images and abnormal images. 

MRI brain images are collected from Brainix - Brain Tumour 

image collection from Pixmeo [13] (Medical Imaging 

Software Company), Swiss and National Institutes of Health, 

USA [14]. 

All algorithms based on both proposed methodology like 

Brain extraction using Thresholding, symmetry analysis using 

Bhattacharya coefficient, feature extraction using Gabor 

Algorithm (Method 1): Classification of MR brain images using 

SVM with texture analysis using Gabor Filter 

Input: Brain MRI images of different modalities 

          (T1, T1c, T2, T2FLAIR) 

Output: Images labelled with Normal or  

             Abnormal (i.e. with tumour) category 

Steps: 

1. The brain from MR image is extracted using active 

contour and thresholding. 

2. Contrast Enhancement is performed by Histogram 

normalization. 

3. Texture Feature Extraction is performed by applying 

Gabor Filters following the steps defined in section 3.3 

4. Train SVM classification model using the features 

extracted in step 3. 

5. Extract the features for test images following step 3. 

6. Perform the classification of feature vectors extracted 

from test images using SVM model generated in step 4.  
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Filters and classification using ANN or SVM are 

implemented in Matlab environment and results are shown 

below. The results of both of the computational techniques 

used to classify normal and abnormal images are shown in 

Table 3. 

 

 

Figure 3: Important steps of the proposed method 2 

 

Brain extraction from skull: 

 

 
Figure 4: T1C axial brain MRI slice with brain extracted 

from skull 

 

The Chan-Vese segmentation algorithm is applied where the 

boundary surrounding the brain is then extracted as shown in 

Fig. 4 represented by cyan colour.  Assuming that the brain is 

approximately symmetric, the symmetry axis is set to be 

parallel to the vertical axis and to divide the detected 

rectangle into two parts of the same size. Blue line indicates 

symmetry axis.  

Extraction of ROI using Bhattacharya Coefficient: 
A sample block with red colour containing possible tumour 

extracted from the abnormal image based on brain symmetry 

and as explained in section 3.2 is shown in Fig. 5. Extracted 

block is resized to 20 * 20 image size. 

Feature extraction using Gabor Wavelets: 

In our experiment, Gabor filters are applied with 8 

orientations (v=8) and 5 scales (u=5) to extract texture 

features of MRI images which are stored in feature vectors. 

So, a total of 40 Gabor filters are applied. Gabor filter 

window size is set to 4*4 and fmax is considered as 0.25 in eq. 

8. 

Fig. 6 shows the Gabor wavelets with five frequencies and 

eight directions applied on brain MRI in our experiment to 

extract texture features. The figures show the finer texture 

features which are detected using higher-frequency Gabor 

filters. 

 
Figure 6: Gabor wavelets in five scales and eight 

orientations applied on brain MRI 

 

The size of feature vector depends on number of scales and 

orientations selected as well as on size of image which is 

calculated as follows.  

Size of feature vector = S*U*V,  

where U is number of scales, V is number of orientations and 

S is image size/window size. 

So, for our experiment, considering U=5 (Scales), V=8 

(Orientations), image size = 64 * 64 and window size = 4 * 4, 

S=(64*64)/(4*4)  

Size of Feature Vector = S*U*V = [(64*64)/(4*4)]*5*8 = 

10240 in case of SVM.  

 

Comparison of classification results for both the proposed 

methods: 

Extracted texture features from MRI brain images after 

applying Gabor filters in proposed method 1 are stored into 

feature vector which is given to SVM classifier for training 

and then to classify into normal or abnormal image. Feature 

vector size is 10240 for input image size of 64 * 64. 

Parameter selection for the SVM classifier with different 

kernel functions is shown in Table 1 and results are obtained 

using 10-fold cross-validation.  

 

Extracted texture features from the ROI, after applying Gabor 

filters in proposed method 2 are stored into feature vector 

which is given to Feed-forward Neural Network for training 

and then to classify into normal or abnormal image.  All the 

blocks are resized to 20*20 sizes. Feature vector size is 1000 

for input image size of 20 * 20 as per calculation shown 

earlier.  Parameter selection for ANN is shown in Table 2. 

Algorithm (Method 2): Classification of MR brain images 

using ANN with Bhattacharya Coefficient and Gabor Filter 

Input: Brain MRI images of different modalities 

          (T1, T1c, T2, T2FLAIR) 

Output: Images labelled with Normal or  

             Abnormal (i.e. with tumour) category 

Steps: 

1. The brain from MR image is extracted using active 

contour and thresholding. 

2. Contrast Enhancement is performed by Histogram 

normalization. 

3. The ROI is extracted based on brain symmetry, 

bounding box and by applying Bhattacharya 

coefficient following the steps shown in section 3.2. 

4. Texture Feature Extraction is performed on the ROI 

extracted (in step 3) by applying Gabor Filters as 

shown in section 3.3. 

5. Train ANN classification model using the features 

extracted in step 4. 

6. Extract the features for test images following step 3 

and step 4. 

7. Perform the classification of feature vectors extracted 

from test images using ANN model generated in step 

5. 
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(a1)                                                     (a2) 

 
 

 
 

 
(a3) 

 
(b1)                                                 (b2) 

 
 
 

 
 

(b3) 

 
(c1)                                                      (c2) 

 
 
 

 
 

(c3) 

 
(d1)                                                 (d2) 

 
 
 

 
 

 
(d3) 

 
(e1)                                   (e2) 

 
 

 
 

 
(e3) 

  
Figure 5: Original Images :( a1),(b1),(c1),(d1),(e1)  Extracted Brains: (a2),(b2),(c2),(d2),(e2) 

ROI block with possible Tumour:  (a3),(b3),(c3),(d3),(e3)  
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Classification accuracy, sensitivity and specificity measures 

are used to evaluate the performance of the proposed 

methods. Let TP, TN, FP, and FN be the numbers of true 

positive (Normal), true negative (Abnormal), false positive, 

and false negative samples, respectively. 

 

 

( )

( )

TP TN
Accuracy

TP TN FP FN




  
        .… (15)  

 
( )

TN
Specificity

TN FP



                 .… (16)

 

 
( )
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Sensitivity

TP FN



                    .… (17) 

 

Comparison of two different methods applied on brain MRI 

images for classification with best results obtained in each 

method based on parameter selection are summarized in Table 

3.  In method1, SVM with different kernel functions and 

different image sizes are experimented while in method 2, 

Feed-forward neural network with backpropagation algorithm 

and novel approach of ROI extraction using Bhattacharya 

Coefficient are applied. Different number of neurons are also 

experimented at hidden layer to optimize neural network. 

Results show that ANN with 10 neurons at hidden layer 

performs better than 5 neurons which is shown in Table 2. In 

both the methods texture features are extracted using 40 

Gabor filters with 5 scales and 8 orientations. Based on 

comparison of methods, SVM with linear kernel function 

applied on image size of 64*64 gives highest 

accuracy(93.3%), specificity(93.3%) and sensitivity(93.3%) 

compared to other methods as shown in Table 3. 

 

Table 1: Results of Classification of MRI images using Method-1 (SVM with texture analysis using Gabor Filter) 

 

 

Table 2: Results of Classification of MRI images using Method-2 (ANN  with Bhattacharya Coefficient and Gabor Filter) 

 

 

Table 3: Comparison of classification results of both the proposed methods (Method-1 and Method-2) with their optimized parameters 

 

 

 

 

 

Image 

Size 

Gabor Filter 

parameters 

Feature Vector 

Size 

Parameter 

Selection 
Accuracy Specificity Sensitivity 

256* 256 
Scale=5,  

Orientation=8 

163840 
Linear Kernel 83.33 83.33 83.33 

128* 128 
Scale=5,  

Orientation=8 

40960 
Linear  Kernel 90 90 90 

64*64 
Scale=5,  

Orientation=8 

10240 
Linear  Kernel 93.33 93.33 93.33 

64*64 
Scale=5,  

Orientation=8 

10240 RBF  Kernel 

(Sigma=1) 
50 46.67 53.33 

64*64 
Scale=5,  

Orientation=8 

10240 Polynomial  

Kernel 
50 0 100 

64*64 
Scale=5,  

Orientation=8 

10240 
MLP  Kernel 63.33 60 66.67 

Image 

Size 

ROI Size after 

applying BC 

based 

approach 

Gabor Filter 

parameters 

Feature 

Vector Size 

Number 

of 

neurons 

at hidden 

layer 

Accuracy Specificity Sensitivity 

256* 

256 
20*20 

Scale=5,  

Orientation=8 
1000 5 73.3 % 

 

83.3 % 

 

63.3 % 

256* 

256 
20*20 

Scale=3,  

Orientation=

5 

375 10 80 % 70 % 90 % 

Experiment 
Image 

Size 

ROI Size 

after 

applying BC 

based 

approach 

Gabor Filter 

parameters 

Feature 

Vector 

Size 

Parameter 

selection 
Accuracy Specificity Sensitivity 

Method -1      64*64 - 
Scale=5,  

Orientation=8 
10240 

Linear  

Kernel 
93.33 93.33 93.33 

Method -2 
256* 

256 
20*20 

Scale=3,  

Orientation=5 375 
Number of 

neurons= 10 80 % 70 % 90 % 
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5. DISCUSSION AND CONCLUSION 
In this paper, two different computational intelligent methods 

were presented for automatic classification of MR images into 

normal and abnormal (with tumour). A set of Gabor filters 

with five frequencies and eight directions were applied to 

different modalities of MR images to extract tumour texture 

features. From results simulation study (Table-2), both 

methods were found to be comparable, however Method-1 

provided quite better accuracy compared to Method-2. It was 

observed during simulation that Method-1 handled more 

features extracted from whole image directly while method-2 

worked on features of segmented region only. Method-2 was 

found to be more computationally intensive for high 

dimensional data generated by extracted features using Gabor 

filter. Therefore, in method-2 a different approach of 

histogram comparison using Bhattacharya Coefficient was 

used for reduction of feature dimensions. However, 

performance of ANN classifier was dependent on 

identification of correct block containing tumour. In some 

cases, block could not identify a tumour correctly and 

degraded performance of ANN classifier was noticed. 

Further, more neurons in hidden layer of ANN increased 

problem of  computational complexity. This problem could be 

solved using efficient feature reduction techniques in future 

work to reduce dimensions further before giving them as 

input to ANN. Classification results were acceptable but 

could be improved further in future work by yet optimizing 

parameters of both classifiers.  
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