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ABSTRACT
In this paper, robust control design is presented for a general class
of uncertain non-affine nonlinear systems. The design employs
feedback linearization, coupled with two high-gain observers—
the first to estimate the feedback linearization error based on
the full state information; the second to estimate the unmea-
sured states of the system when only the system output is avail-
able for feedback. All the signals in the closed loop are guaran-
teed to be uniform ultimate bounded and the output of the sys-
tem is proven to converge to a small neighborhood of the origin.
The proposed approach not only handles the difficulty in control-
ling non-affine nonlinear systems, but also simplifies the stabil-
ity analysis of the closed loop due to its simple control structure.
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1. INTRODUCTION
Recently, controlling nonaffine nonlinear systems becomes an im-
portant and challenging topic within the control systems commu-
nity since, on one hand, many engineering plants are too complex
for a mathematical model to describe in the affine form, on the other
hand, the main difficulties in controlling nonaffine nonlinear sys-
tems come from the decoupling matrix and non-affine appearance
of the control input, which makes the extension of control designed
for affine to non-affine system generally nontrivial, even if the non-
affine nonlinearity f is known. To handle such a difficulty, several
elegant adaptive control schemes were proposed in the literature
[1], [7]-[12]. In [7], [8], direct adaptive control methods were pro-
posed via implicit function emulation to achieve the control objec-
tives, which were limited by the lack of the rigorous stability proofs
due to the difficulties in analysis. With employment of the Implicit
Function Theorem and the Mean Value Theorem, which are not
usually associated with neural network (NN) control theory, stable
adaptive NN control and its rigorous stability proof were presented

for non-affine nonlinear systems [1]. Based on the idea of feed-
back linearization techniques, approximated linearizing feedback
NN control methods were proposed for a class of non-affine non-
linear systems [9], [10]. In the methods, by adding and subtracting
a pseudo-control signal into the plant model, control system de-
sign is realized via designing the pseudo-control signal which is
required to be invertible with respect to u. In [11], [12], the authors
suggested to solve the difficulty by adding and subtracting gu di-
rectly instead of the pseudo-control signal, where g is a positive
constant. This paper is an attempt to express the perspective and
to propose a control design method for a general class of uncertain
non-affine nonlinear systems. The control design employs feedback
linearization and two high-gain observers. The first observer is de-
signed to estimate the feedback linearization error based on the full
state information, a robust state feedback controller is developed to
compensate the feedback linearization errors. When only the sys-
tem output is available, then the second observer is employed to
estimate the unmeasured states of the system, and a corresponding
output feedback controller is proposed. The control performance
of the closed loop is guaranteed by suitably choosing the design
parameters. By utilizing Implicit Function Theorem and a certain
mild condition, the fixed-point problem mentioned above is solved
without overly restrictive conditions. The proposed approach not
only handles the difficulty in controlling non-affine nonlinear sys-
tems, but also simplifies the stability analysis of the closed loop
due to its simple control structure, which highlights the simplicity
of our proposed control.

The rest of the paper is organized as follows. Section 2 describes
the problem formulation. Section 3 presents robust control design
based on state feedback and its stability analysis. Section 4 dis-
cusses the output feedback control problem. Section 5 illustrates
the effectiveness of the proposed controller through examples. Sec-
tion 6 concludes the paper.

1.1 Notations and preliminaries
Throughout the paper, denote R as the fields of real numbers; C
and C1 respectively as the continuous function and the continuous
differentiable function; | · | and ‖ · ‖ respectively as the absolute
value of a scalar and the norm of a vector/matrix.

LEMMA 1 IMPLICIT FUNCTION THEOREM [13] . Assume
that h : Rn × R → R is C for all (a, b) ∈ Rn × R and is
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C1 with respect to b. If there exists a constant c > 0 such that
∂h(a, b)/∂b > c,∀(a, b) ∈ Rn×R, then, there exists a continuous
function b∗ = b(a) such that h(a, b∗) = 0.

2. PROBLEM FORMULATION
Consider the nonaffine nonlinear systems transformable to the
canonical form:

y(n) = f(y,y(1), · · · , y(n−1),u) (1)

where
u ∈ Rm, the system input;
y ∈ Rm, the system output;
y(i) the ith time derivative of y.

f : R(n+1)×m → Rm is a continuously differentiable function
and is completely unknown; ψ : u → f is a bijection for every
fixed x = [y,y(1), . . . ,y(n−1)] ∈ Rn×m. Unlike most recent re-
sults, assume that f is an unknown implicit function with respect
to u. Without loss of generality, assume that only the output y can
be available for feedback and the origin x = 0 is an equilibrium
point of system (1), i.e., f(0,0) = 0. The difficulties in control-
ling such systems come from the nonaffine appearance of the con-
trol in f(x,u), which causes the extension of controls designed for
affine to nonaffine systems generally nontrivial. When f(x,u) is
completely unknown, the controller design for system (1) becomes
even more difficult.

ASSUMPTION 1. Jacobi Matrix ∂f/∂u is positive definite and
strictly diagonally dominant.

The control objective is to design an output feedback control for
system (1) such that the output y is stabilized at the origin, and
meanwhile all the signals in the closed-loop system remain uni-
formly ultimately bounded (UUB).

REMARK 1. Assumption 1 is reasonable because ∂f/∂u being
nonzero is controllable condition of system (1), which is similarly
made in many control schemes [1, 5]. For system (1) with ∂f/∂u <
0, it is easily modified in the following analysis.

REMARK 2. Most affine systems (see, e.g., [1]-[3]) can be
viewed as the special cases of system (1). The dynamics described
in (1) represents many practical nonlinear systems, such as con-
tinuous stirred-tank reactor systems [4], vibrating systems [5], and
active magnetic bearing systems [6], which are difficult to be ex-
actly described in the affine forms, even though the modeling errors
are neglected.

3. CONTROL SYSTEM DESIGN
In this section, the presented output feedback control is divided into
two parts which are designed in Subsection 3.1 and Subsection 3.2,
respectively. And the stability analysis of the entire closed-loop
system is presented in Subsection 3.3.

Plus and minusGu to the right-hand side of (1), we obtain

y(n) = Gu+ ∆ (2)

where ∆ = f(x,u)−GuwithG being a positive definite matrix.
Let the control input be determined as

u = G−1(ud + u∆) (3)

where ud is a dynamic feedback control designed to stabilize sys-
tem (2) by assuming ∆ = 0; u∆ is a filter-based compensator

designed to tackle the effect of ∆, i.e., given a small parameter
ε > 0, find u∆ such that

‖u∆ + ∆‖ ≤ ε, ∀t > 0 (4)

Due to the bijection ψ : u→ f(x,u), ∆ depends on u∆ through
f(·,u) and u, whereas u∆ has to be designed to tackle ∆, which
is the so-called fixed-point solution problem [9]. The following
lemma is introduced to solve such a problem.

LEMMA 2. Let

h (x,ud,u∆) = 0 (5)

where h(x,ud,u∆) = u∆+∆. Under Assumption 1, there exists
a unique solution u∗∆ = u∆(x,ud) such that h(x,ud,u

∗
∆) = 0

over the entire input domain of interest.

PROOF. From (2), (3), (5) and Assumption 1, we obtain

h (x,ud,u∆) = f(x,u)− ud

and

∂h (x,ud,u∆)

∂u∆

=
∂f(x,u)

∂u

∂u

∂u∆

(6)

From Lemma 1, there exists a unique solution u∗∆ = u∆(x, ud)
such that h(x, ud, u∆) = 0 over the entire input domain of inter-
est.

REMARK 3. To solve the fixed-point solution problem, some
restrictive conditions are required in the previous results, such as
a contraction assumption made in [9, 10], and a requirement that
g > 1

2
(∂f/∂u) employed in [5]. In this paper, these requirements

are removed, which implies that the proposed control scheme can
be applied to a wider class of systems.

3.1 Dynamic feedback controller design
Under the assumption that ∆ = 0, then we can let u∆ = 0 and
design ud. System (2) reduce as

y(n) = ud (7)

which can be stabilized using classical linear control design, such
as the dynamic output feedback control

ξ̇ = Adξ +Bdy (8a)

ud = CT
d ξ +Ddy (8b)

where ξ ∈ R(n−1)×m, andAd,Bd,Cd,Dd are appreciate dimen-
sion matrices, which should be chosen such that matrix As :=[
A+BDdC

T BCT
d

BdC
T Ad

]
is Hurwitz with

A =


0 I 0 · · · 0
0 0 I · · · 0
...

...
...

. . .
...

0 0 0 · · · I
0 0 0 · · · 0

 , B =


0
0
...
0
I

 , C =


I
0
...
0
0


3.2 Compensator design
Substituting (3) and (8) into (2) yields

y(n) = ud + u∆ + ∆ (9)
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To compensate the effect of ∆, a dynamic high-gain linear filter is
constructed by using the available output

ŷ
(n)
∆ = −ε−1Dc(y − ŷ∆)−CT

c η + ud + u∆ (10)

εη̇ = Acη + ε−1Bc(y − ŷ∆) (11)

where ŷ∆(0) = y(0) and η ∈ R(n−1)×m, u∆ will be designed
in (14) and ε > 0 is a small parameter to be selected later. By
introducing the variable

ỹ∆ := ε−1(y − ŷ∆) (12)

we obtain

εỹ
(n)
∆ = Dcỹ∆ +CT

c η + ∆ (13a)
εη̇ = Acη +Bcỹ∆ (13b)

where ỹ∆(0) = 0, andAc,Bc,Cc,Dc are appreciate dimension
matrices, which should be chosen such that not only matrixAss :=[
A+BDcC

T BCT
c

BcC
T Ac

]
is Hurwitz, but also ỹ∆ converges in a

faster time scale than y. It is easy to meet this requirement, e.g.,
settingAc = Ad,Bc = Bd,Cc = Cd,Dc = Dd and ε < 1.
Observing (13a), the compensator is designed as

u∆ = Dcỹ∆ +CT
c η (14)

Combining (13a) and (14), the left-hand side of (4) becomes

|u∆ + ∆|
=
∣∣Dcỹ∆ +CT

c η + ∆
∣∣ = ε

∣∣∣ỹ(n)
∆

∣∣∣ (15)

Theory analysis in the next subsection will be shown that appropri-
ate choice of ε can be made such that y is stabilized at the origin
and all the signals in the closed loop remain bounded, and thereby
(4) holds by further choosing ε.

3.3 Stability analysis
For clarity, let

x̃∆ =
[
ỹ∆, ỹ

(1)
∆ , · · · , ỹ(n−1)

∆

]T
X =

[
xT , ξT

]T
, X̃∆ =

[
x̃T∆,η

T
]T

B̄ =

[
B
0

]
, Iε =

[
I(n−1)×(n−1) 0

0 εIn×n

]
The compact form of system (13) can be written by

Iε
˙̃X∆ = AssX̃∆ + B̄∆ (16)

Substituting (3), (8) and (14) into (2), the closed-loop takes the
compact form of

Ẋ = AsX + B̄B̄
T
Ξ (17)

where Ξ = AssX̃∆ + B̄∆.

The derivative of Ξ is

Ξ̇ = AssI
−1
ε Ξ + B̄

[
∂∆

∂x
ẋ+

∂∆

∂u

(
∂u

∂ud

∂ud
∂ξ

ξ̇

+
∂u

∂ud

∂ud
∂x

ẋ+
∂u

∂u∆

∂u∆

∂x̃∆

˙̃x∆ +
∂u

∂u∆

∂u∆

∂η
η̇

)]
= AssI

−1
ε Ξ + B̄

(
∂∆

∂x
+
∂∆

∂u
G−1DdC

T

)
ẋ

+
∂∆

∂u
G−1B̄

(
CT
d ξ̇ +DcC

T ˙̃x∆ +CT
c η̇
)

= AssI
−1
ε Ξ +αẊ + β ˙̃X∆

= ĀssI
−1
ε Ξ +α(AsX + B̄B̄

T
Ξ) (18)

where α = B̄
[
∂∆
∂x

+ ∂∆
∂u
G−1DdC

T , ∂∆
∂u
G−1CT

d

]
, β =

∂∆
∂u
G−1B̄

[
DcC

T ,CT
c

]
and Āss = Ass + β.

The following theorem shows that the proposed controller stabi-
lizes the origin of system (1) despite the presence of modeling er-
rors ∆.

THEOREM 3. Consider the closed-loop system consisting of
nonaffine nonlinear system (1) satisfying Assumption 1 and con-
troller (3), (8) and (14). For bounded initial conditions,

(i) there exists an ε∗ > 0 such that for all 0 < ε < ε∗, the system
output y converges to the origin and all the signals in the closed-
loop system remain UUB;

(ii) given any ε > 0, there exists an ε∗∗ > 0 such that for all
0 < ε < ε∗∗, the inequality (4) holds.

PROOF. (i) The proof is divided into two parts. We first suppose
that there exists a compact set Ωx ⊂ Rn×m containing the origin
such that x ∈ Ωx,∀t ≥ 0. Then, we show that this compact set Ωx

do exist for bounded initial conditions.
Consider the Lyapunov function

V =
XTP 1X

2
+

ΞTP 2Ξ

2
(19)

and the facts that

(a) there exist positive matrices P T
1 = P 1,P

T
2 = P 2 such that

AT
s P 1 + P 1As = −2I(2n−1)×(2n−1) (20)

and

AT
ssP 2 + P 2Ass = −2I(2n−1)×(2n−1) (21)

(b) under Assumption 1, the following inequalities hold for all
(x,u) ∈ Ωx × Rm

∂f(x,u)

∂u
G−1 > 0

and there exists a dialog positive matrix

H =

 I(n−1)×(n−1) 0 0

0 ∂f(x,u)
∂u

G−1 0
0 0 I(n−1)×(n−1)


such that Āss = AssH .
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Then, the derivative of V along the trajectories of the system (17)
and (18) yields

V̇ = XTP 1

(
AsX + B̄B̄

T
Ξ
)

+ ΞTP 2

[
ĀssI

−1
ε Ξ +α(AsX + B̄B̄

T
Ξ)
]

= −XTX +XT
(
AT
s α

TP 2 + P 1B̄B̄
T
)

Ξ

−ΞTHI−1
ε Ξ + ΞT

(
P 2αB̄B̄

T
)

Ξ (22)

Further, consider the facts that

(c) since Ωx is a compact set, and f ∈ C1,u ∈ C, ∂∆/∂x and
∂∆/∂u are bounded for all x ∈ Ωx. Therefore, there exist con-
stants c1 > 0 and c2 > 0 such that∥∥∥AT

s α
TP 2 + P 1B̄B̄

T
∥∥∥ ≤ c1,∥∥∥P 2αB̄B̄

T
∥∥∥ ≤ c2

(d) the inequality

c1 ‖X‖ ‖Ξ‖ ≤
1

2
‖X‖2 +

c21
2
‖Ξ‖2

(e) ‖HI−1
ε ‖ = ε−1$, where $ = max{ 1

g
∂f
∂u
, 1}

Then (22) becomes

V̇ ≤ −‖X‖2 + c1 ‖X‖ ‖Ξ‖ − (ε−1$ − c2) ‖Ξ‖2

≤ −1

2
‖X‖2 − (ε−1$ − c21

2
− c2) ‖Ξ‖2 (23)

which means that V̇ < 0 when

ε−1$ − c21
2
− c2 > 0 (24)

i.e., V̇ < 0,∀ε ∈ (0, ε∗), where ε∗ = min
{

$
(c21/2)+c2

, 1
}

.
In addiction, it follows from (19) and (23) that

V̇ ≤ −c3V (25)

where constant c3 = min{ 1
λmax(P1)

,
2ε−1$−c21−2c2
λmax(P2)

}. Solving
(25), we obtain that

0 ≤ V (t) ≤ V (0)e−c3t,∀t ≥ 0 (26)

This confirms that for bounded initial conditions and ε ∈ (0, ε∗),
X and Ξ converge to the origin and there do exist a compact Ωx

such that x ∈ Ωx for all time.
(ii) Since Ξ converges to the origin, i.e., ỹ(n)

∆ converges to the ori-
gin, there exists a constant c4 > 0 such that∣∣∣ỹ(n)

∆

∣∣∣ ≤ c4,∀t > 0 (27)

Clearly from (4) and (27), given any ε > 0, there exists a positive
constant ε∗∗ = min {ε/c4, ε∗} such that for all 0 < ε < ε∗∗ and for
all x(0) ∈ Ωx, the controller (3), (8) and (14) satisfies (4).

REMARK 4. The output feedback controller proposed here is
easy to implement due to its simply control algorithms with the help
of the linear high-gain filter. The control performance of the closed-
loop system can be achieved by tuning the design parameters. From
(24), we obtain that the higher 1/ε is, then the more favorable per-
formance the system exhibits, which will be shown in the simulation
results in the next section.

REMARK 5. Compared with the results in [1], [7]-[14], the
proposed control has an obvious advantage, i.e., there is no need to
construct complex controllers for the non-affine nonlinear systems.
Due to its linear control structure, the proposed approach simpli-
fies the stability analysis of the closed loop. From (24), the control
performance of the closed-loop system is guaranteed by suitably
choosing the parameter g, l and ε.

REMARK 6. Since the robust output feedback controller pro-
posed here is simply a state feedback design in combination with a
linear high-gain observer without a priori knowledge of the nonlin-
ear systems, it is easy to implement and this is of great significance
in engineering practice.

4. CONCLUSION
This paper has presented robust control design for a general class of
uncertain non-affine nonlinear systems. The design employs feed-
back linearization, coupled with two high-gain observers—the first
to estimate the feedback linearization error based on the full state
information; the second to estimate the unmeasured states of the
system when only the system output is available for feedback. All
the signals in the closed loop are guaranteed to be uniform ultimate
bounded and the output of the system is proven to converge to a
small neighborhood of the origin. The proposed approach not only
handles the difficulty in controlling non-affine nonlinear systems,
but also simplifies the stability analysis of the closed loop due to
its linear control structure. In the future, investigation on a general
class of nonaffine nonlinear systems will be interesting research
topics in this field.
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