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ABSTRACT 

In the last few years, a great attention has been paid to 

wireless communications for body area networks especially 

since the IEEE 802.15.6 standard. The main objective of this 

work is to present a good technique for identifying between 

both Line-Of-Sight (LOS) and Non-Line-Of-Sight (NLOS) 

propagation schemes for UWB both of both on-body and off-

body communication. Our work is focalize in the first to 

extract the information using traditional features compared 

with our proposed methods and secondly to classify it using 

Support Vector Machine for objective to given a good 

recognition rate of identification between LOS and NLOS 

phenomena. This characterized was applied for UWB 

measurement by the antenna Electromagnetics Group (Body 

WiSeR).  
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1. INTRODUCTION 
The UWB systems consist to transmit a very short pulse of 

few nanoseconds over either a large frequency bandwidth 

from 500 MHz to several GHz, or a relative bandwidth larger 

than 20% of central frequency, according to the specification 

of the Federal Communication Commission (FCC). He 

represents hopeful technology for localization applications in 

harsh environments and critical applications in many domains 

[1,2,4,13,14,18], notably for wireless personal area networks 

(WPANs) and especially for modern telemedicine systems 

using the IEEE 802.15.6 standard. The UWB technology is 

adapted to indoor localization thanks to a fine delay resolution 

and obstacle-penetration capabilities. 

BANs have a great potential for UWB medicine systems and 

channel models have been standardized. Body Area Networks 

(BANs) have received a considerable attention in the last few 

years. With IEEE 802.15.6 standard, BANs use ultra-

wideband (UWB) in several domains like telemedicine, 

medical applications and communications for several 

situations On-body and Off-body.  

A lot of challenges remain before implementation of UWB 

can be deployed on a large scale. These include signal 

acquisition, multi-user interferences, multipath and NLOS 

propagations [1,2,5,8,16,19]. The NLOS case is especially 

critical for most location-based applications because, in this 

case the propagation introduces positive bias in the estimation 

of distance, which can seriously affect the performance of 

localization. They are several methods to identify the NLOS 

phenomena, these methods can base in two scenarios: feature 

extraction and classification for identification. In the 

literature, they are several methods for extraction like 

traditional methods based on statistical and others methods 

like wavelet, PCA… The main objective of classification is 

identification, we are choosing for this research work SVM 

(Support Vector Machine) for objective identify between two 

classes LOS and NLOS.  

In this paper, we propose a technique of identification for on-

body and off-body communications. Our approach is based on 

stable distribution using SVM technique for objective to 

obtain a better identification. The measurements used were 

collected from a measurement campaign performed by Body-

centric Wireless Sensor Lab (Body WiSeR) with low loss 

coaxial cables to measure the transmission response. The rest 

of this paper is organized as follows. The proposed methods 

are presented in the section 2. The section 3 is devoted to 

global discussion and results, before the conclusion. 

2. PROPOSED APPROACH 
In this section, we present our methodology for identification 

between LOS and NLOS phenomena for UWB on-body and 

off-body communications. Our work is focalized in extraction 

using several methods and identification using SVM 

classification for objectives given a good recognition rate.  

We begin by testing the data raw and compared with other 

strategy.  

The first step consists in the feature extraction for goal to 

extract just only pertinent information, we are choosing in the 

first same traditional features and we are using others 

features: wavelet analysis and PCA. We describe our choice 

of method based on stable distribution for feature extraction 

and we are applied SVM for all feature for objective 

identification and giving the recognition rate. This 

identification helps in many domains like localization and 

mitigation, but the aim of this approach is to obtain a good 

rate of signal recognition with a better identification. In 

[1,2,15,18], NLOS has been used for identification, 

localization and mitigation, with the same objectives in all 

these works: to find a method that facilitates the task for a 

good identification. In the literature, the NLOS conditions are 

presented by a signal more attenuated and that has smaller 

energy and amplitude; in LOS conditions, the signal is strong 

and presents high energy and amplitude. Generally, for body 

communications the information is presented by physiological 

signals, and the rate of such signals is much lower compared 

with other applications of UWB [14,16,17,18]. Fig. 1 and 

fig.2 shows an obvious difference between LOS and NLOS 

situations for on-body and off-body communications. 
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Figure 1: Difference between LOS and NLOS  

for on-body communications 

 

Figure 2: Difference between LOS and NLOS  

for off-body communications 

 

Figure 3: Proposed approach 

 

2.1 Traditional features  
In this part, we describe the statistical features used in 

literature and that the need to distinguish between the 

different classes LOS and NLOS phenomena. In [1,2,15,18], 

basic traditional statistical methods are used for feature 

extraction to prove the choice of others methods. With the 

same idea, we are using some statistical methods compared 

with our own but for medical applications in two situations 

On-body and Off-body. The selections features we will 

consider are as follows: 

 

1) Energy of the received signal: 

 
2) Mean excess delay: 

 

Where  

3) RMS delay spread: 

 

4) Kurtosis: 

 

Where  and   

5) Entropy: 

H(X) =E[I(X)]=E[-ln(P(X))] 

Where E is the expected value operator, and I is the 

information content of X. 

6) Variance: 

Var (x) =  

2.2 Wavelet  

The wavelet function has to have a compact support  [19], that 

is its average value in time domain must be zero 

and it has a finite energy     

 

Hence, a signal at higher resolution level i+1 can be separated 

into two signals, approximation and details, at the lower 

resolution level i: 

f = f + =  +  

In the discrete wavelet transform, the approximation signal f 

is further decomposed onto two subspaces of approximation 

and details. If the decomposition is repeated until the 

approximation becomes zero, the signal can be expressed as a 

composition of wavelet functions at different scales:  

f(x) =  

2.3 Principal component analysis  
Principal Component Analysis (PCA) is a well-known linear 

method for feature extraction and dimensionality reduction; it 

reduces the redundancy by calculating the eigenvectors of the 

covariance matrix of the input [20]. The PCA is for objective 

only allows linear dimensionality reduction. If the data have 

more complicated that cannot reduced by traditional PCA, but 

in our case the data is only physiological signal and in this 

context the traditional PCA can help to simplify data.   

The linear PCA is performed in the mapped space whose 

dimension is assumed to be larger than the number of training 

samples: 

  Φ ( ) 

The PCA can be computed such that the vectors Φ ( ) appear 

only within scalar products. 
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2.4 SVM Classifier  
The support vector machine (SVM) is based on a simple idea 

that originated in statistical learning theory by Vapnik [5]. 

This simplicity comes from the fact that this technique uses a 

simple linear method, but applied in high-dimensional feature 

space non-linearly related to the input space. It represents one 

of the most broadly used classification techniques because of 

its robustness, its performance and its rigorous underpinning 

compared to other techniques like neural networks.   

For the identification, support vector machines separate the 

different classes of data by a hyper plane [  ] 

(w,φ(x)) + b = 0 

Corresponding to the function   

F(x) = sign ((w,φ(x)) + b) = 0 

Where φ(x) F(x) is a predetermined function, and w and b are 

unknown parameters of the classifier. 

These parameters are determined based on the training set 

, where ∊  and  {-1,+1} are the inputs and 

labels, respectively. In some cases, the two classes can be 

separated and the SVM determines the separating hyper plane 

that maximizes the margin between the two classes. 

Generally, most practical problems involve classes that are 

not separable. In this case, the SVM is obtained by solving the 

following optimization problem:  

arg  ||w||² + γ  with ( )≥ 1- ,  

Where are slack variables that allow the SVM to tolerate 

misclassifications and γ controls the trade-off between 

minimizing training errors and complexity [5]. 

3. SIMULATIONS AND RESULTS 

3.1 Data presentation  
With the aim to study the characteristics of UWB, we worked 

with the data collected by the Antenna & Electromagnetics 

Group (Body WiSeR). All the parameters for the 

measurement are presented in Table 1.  All the measurements 

were collected in a room that is 3m high and which geometry 

is described in Fig. 4. More information can be found in [ 16]. 

Table 1: Parameters of Body WiSeR database 

Parameters Values 

Frequency range 

Frequency sampling 

Maximum time delay 

Maximum observable distance 

Frequency span 

Maximum temporal resolution 

Maximum spatial resolution 

Time bin size 

Transmit power 

IF bandwidth 

3-10 GHz 

4,37 MHz 

228.8 ns 

68.6 m 

7 GHz 

0.14 ns 

43mm 

0.14 ns 

0 dBm 

3 KHz / 101 dBm 

 

 

Figure 4: Dimensions and geometry of the Body Centric 

Wireless Sensor Lab where the indoor radio propagation 

measurements are performed. The sensor lab height is 3 m 

3.2 Extraction and classification results  
The strategy for identification between LOS and NLOS 

phenomena will be described below. In the present work, all 

data are obtained from Body WiSeR laboratory measurements 

as described in [16]. The measurements are based on the 

scenarios for on-body and off-body communications. In both 

situation, the LOS scenarios are presented in 1 to 56 sensors 

implemented in the front of body and the NLOS are presented 

in 57 to 110 sensors in the back as depicted in Fig. 5.  

 

Figure 5: On-body index locations for NLOS and LOS 

LOS and NLOS signals are grouped in a matrix to facilitate 

the data processing. In body communication data are present 

by physiological signals and the big difference between two 

cases requires separating between two phenomena LOS and 

NLOS. To identify LOS and NLOS signals for On-body and 

Off-body cases, several parameters can be analyzed: the 

impulse response (maximum amplitude, energy), frequency 

response (fading), power delay profile PDP, rise time, root 

mean square RMS… Some of these parameters will be held 

for the simulations. Figures 1 and 2 show a clear difference 

between LOS and NLOS signals for both On-body and Off-

body cases. The first arrivals paths are strongest for LOS Off-

body signals than LOS On-body. NLOS signals are much 

dispersive in Off body case and those for On body are much 

attenuated. This is due to On-Body propagation medium 

where signals are more affected by absorption and reflection 

phenomena. Figure 6 shows the energy distribution for On-

body and Off-body schemes.    
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Figure 6: On-body and Off-body energy for LOS and 

NLOS signals 

 

Figure 7: On-body and Off-body RMS for LOS and NLOS 

signals 

Strong energy for NLOS signal in Off-Body scheme. This 

signal results from the sum of a plurality of reflected signals. 

In On-body case, LOS signal possess a strong energy. The 

temporal dispersion of the signal’s energy which is measured 

by RMS is larger for NLOS On-body and Off-body signals as 

depicted in Figure 7. 

The amplitude, energy and RMS will influence the impulse 

response as well as frequency response and PDP for all 

scenarios.  Fig 8,9,10 and 11 show the difference between On-

body and Off-body frequency response and power delay 

profile. Once signals identification is made, a classification of 

LOS and NLOS data based on SVM method will be held. The 

first scenario uses data raw extraction method which showed 

50% recognition rate between LOS and NLOS signals. In the 

second scenario, we extract only some information from data 

using traditional feature extraction described in section II. We 

use kurtosis, mean, entropy, RMS, energy and variance to 

extract only the pertinent information and we use the SVM 

classifier. In this case, we still get the same recognition rate of 

50%. In third scenarios, we extract the pertinent information 

using two techniques wavelet and PCA. After having reduced 

the size of data, we applied SVM classification. Both of 

wavelet and PCA gives only 50% of recognition rate. In the 

fourth scenario, we extract the pertinent information from data 

using stable distribution. After having reduced the size, we 

proceed to the identification using SVM. The results are 

shown in Table 2. 

Table 2: All results of extraction and classification 

scenarios for different identification methods in both on-

body and off-body context 

Feature extraction 

On-body and off-body 

Identification Recognition 

rate 

Data raw SVM 50% 

RMS, mean, entropy, 

variance 

SVM 40.38% 

Kurtosis, mean, entropy, 

variance 

SVM  

50% 

RMS, mean, entropy, energy SVM 50% 

RMS, Variance, kurtosis 

energy 

SVM  

53.84% 

DWT SVM 50% 

PCA SVM 50% 

Stable distribution SVM 87.5% 

 

 

Figure 8: On-body frequency response for NLOS and LOS 

 

Figure 9: Off-body frequency response for NLOS and 

LOS 
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Figure 10: On-body power delay profile for NLOS and 

LOS 

 

 

Figure 11: Off-body power delay profile for NLOS and 

LOS 

4. CONCLUSION  
In this paper we described a methodology of identification 

between LOS and NLOS phenomena in both of On-body and 

Off-body situation. We are using for that two strategy’s 

feature extraction based on stable distribution and 

classification for identification using SVM. This approach 

gives good results with 87.5% of recognition rate compared to 

traditional extraction, wavelet and PCA. By using both the 

stable distribution and the SVM classifier we developed a 

technique that is capable of distinguishing two critical LOS 

and NLOS phenomena for on and off body communications. 
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