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ABSTRACT 
Today wireless sensor networks (WSNs) have gained grate 

popularity and are widely used in variety of areas due to their 

unique features.  WSNs are deployed in an ad-hoc manner and 

consist of a large number of tiny sensor nodes. The sensor 

nodes communicate with each other through the routes 

established by the routing algorithms.  Routing is considered 

as a challenging task in WSNs because it can highly affect the 

overall performance of these networks. This paper focuses on 

performance evaluation of two popular routing algorithms: 

Ad-Hoc on Demand Distance Vector (AODV) and Dynamic 

Source Routing (DSR). Simulations are performed using NS2 

to evaluate and compare the efficiency of these routing 

algorithms under different network conditions. 
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1. INTRODUCTION 
Routing is a process to establish and maintain routes which 

are used to move packets between sources and destinations 

more quickly and efficiently. Two common routing 

algorithms used in wireless sensor networks (WSNs) are Ad 

Hoc On-demand Distance Vector (AODV) and Dynamic 

Source Routing (DSR).  

AODV protocol 
When a source node S needs a route to destination node D, it 

broadcasts a ROUTE REQUEST message to all its neighbors. 

The message includes information such as source IP, 

destination IP, lifespan of the message, and 

destination Sequence Number (SN). The SN helps in 

identifying the freshness of the route to the destination so that 

higher sequence number for a node represents fresher 

information. When the ROUTE REQUEST reaches a node 

with a route to D with sequence number greater than or equal 

to it, then that node generates a ROUTE REPLY that contains 

the number of hops for D. Since there might be several nodes 

sending back the ROUTE REPLY, the needy node s uses the 

route that has the least number of hops to the destination and 

greater sequence number, over the other nodes. Thus, AODV 

determines the route from the source to the destination by 

independent hop-by-hop routing decisions made by each 

node. Any intermediate node always tries to keep a list of all 

its next hops.  

DSR protocol 
a complete ordered list of nodes information for the path from 

the source to the destination is included in the header of the 

request. A given intermediate node simply forwards data 

packets to the specified next node. The sender identifies the 

entire route node into which the packet has to pass through to 

reach the destination. Then the sender lists the route in the 

packet’s header so that the next intermediate node can be 

identified by the address on the way to the destination host. 

Fresh routing information is not needed to be maintained in 

the intermediate nodes since all the routing decisions are 

contained in the packets by themselves. This results in less 

routing overhead for DSR than AODV. 

This study is conducted to evaluate and compare the 

performance of DSR and AODV by using NS2 simulation 

tool. The effects that sensor nodes density and traffic patterns 

have on the efficiency of the protocols are taken into account. 

The remainder of this paper is structured as follows. Section 2 

surveys related works. In Section 3 the simulation scheme and 

scenarios are presented. Section 4 presents and discusses the 

simulation results. Finally, Section 5 concludes the work. 

2. RELATED WORKS 
In this section we briefly mention the most significant articles 

related to our work. There has been extensive comparative-

based research in routing protocols. In [1] the authors 

investigated three routing protocols as DSR, OLSR, and 

AODV for VoIP telephony application. The protocols are 

compared in terms of route discovery time, total packet 

dropped, and throughput for 50 nodes in network. The 

simulation is performed using OPNET simulator. Their work 

differs from us in different aspects including the simulation 

tool, node density, and the network load. 

E.Chatzistavros and G.Stamatellos [2] compared the 

performance of three protocols as DBF, ZRP, and DSR. They 

examined the effect of the buffer size and nodes mobility on 

the performance of the protocols using Qualnet simulator. In 

compare to their work, we conduct our investigation based on 

different types of routing protocols using a different tool.  

In [3] the authors compared four routing protocols as DSR, 

LAR, FSR, and AODV using GloMoSim simulator. On a 

network of 50 nodes the routing overhead, delay, and packet 

delivery ratio are used to evaluate the performance of the 

protocols. However, their work differs from us in terms of 

simulation tool, WSN environment, network load, and node 

density. 

By Kumar et al, the performance of three routing protocols as 

DSR, CBRP, and AODV is evaluated [4]. Routing overhead, 

delay, and packet delivery ratio are used as the metrics for the 

evaluation. The simulations were performed using 

GloMoSim. By contrast, our study observes the protocols 

behavior by varying the nodes density and network load. 

Moreover, our study uses different simulation tool and 

evaluation metrics. 

The authors [5] analyzed the performance of AODV and 

OLSR routing protocols by using OPNET simulator. The 

protocols are examined for traffic flow, data rates, and 

transmission power. However, this work evaluates different 
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types of routing protocols based on different metrics and 

simulation tool. 

A comparison over the performance of AODV, DSR, and 

OLSR protocols was provided in [6]. A simulation 

environment of 16 wireless nodes was developed. Average 

routing traffics sent and received, download response time, 

and delay were examined by using OPNET simulator. Their 

work differs from us in terms of the metrics, load density, 

node density, and the simulation tool. In addition to the above 

works, there are other studies [7,8,9,10,13,14] each 

investigated different types of routing protocols, network 

parameters, and metrics.  

Considering the related works, the main focus of this work is 

to develop a simulation-based framework to investigate the 

efficiency of the wireless sensor networks in presence of DSR 

and AODV routing protocols. We characterize the efficiency 

as better performance in terms of higher throughput and less 

delay. The key motivation of our work is to complement the 

existing studies with a simulation-based comparative 

assessment which can help selecting the right algorithm 

according to the networks requirements to achieve a better 

performance. 

3. SIMULATION MODEL 
We use NS2 to create a grid of 1000x1000m area as the WSN 

network environment. The scenarios and performance metrics 

to evaluate the routing protocols are described in the 

following. 

3.1 Simulation scenarios 
The scenarios are created concerning two key parameters 

including the density of the sensor nodes and traffic pattern in 

the simulation network. The goal is to take into account the 

effect of the node density and traffic pattern on the efficiency 

of the routing protocols in terms of the network end-to-end 

delay and throughput. 

Node density 
at the high level, the scalability characterizes the growth rate 

of the required network management resources with respect to 

the size of the network. The resources include the number of 

measurements needed to obtain an accurate estimate of the 

network performance and the time spent on computing the 

estimate [15]. Since, WSNs generally consist of a large 

number of wireless mobile sensor nodes, it is important to 

ensure the accurate management of the routing protocols as 

the WSN grows. In order to evaluate the scalability of the 

AODV and DSR protocols, we vary the sensor nodes density 

in the simulation environment so that the WSN size grows 

with 10, 15, 20, 25, 30, 35, and 40 sensor mobile nodes. 

 

Traffics pattern 
in the networks, the transmitted traffics have random patterns 

because different sensors nodes have different data to 

transmit. Different size of packets can directly affect the 

bandwidth consumed which results in changes in the 

maximum throughput achieved by WSNs. Therefore, to 

examine the impact of the size of traffics on the performance 

of WSN, variety sizes are transmitted as 100B, 200B, 300B, 

400B, 500B, 600B, 700B, 800B, 900B, and 1000B. 

Using these two variable attributes, we compare the 

performance of DSR and AODV in the WSN. Table1 and 

table2 in the following summarize the variable and constant 

parameters applied in our WSN simulation environment 

respectively. 

Table1. Variable parameters used in the simulation 

Parameter Value 

Number of nodes 10. 15, 20, 25, 30, 35, 40 

Routing protocol studied AODV and DSR 

Packets size 100B, 200B, 300B, 400B, 

500B, 600B, 700B, 800B, 

900B, 1000B 

 

Table2. Constant parameters used in the simulation 

Parameter Value 

Channel type WirelessChannel 

Radio propagation  TwoRayGround 

network interface type WirelessPhy 

MAC protocol Mac/802_11 

interface queue type Queue/DropTail/PriQueue 

Mobility model Random WayPoint 

antenna mode OmniAntenna 

max packet in queue 50 

x coordinate of topology 1000 

y coordinate of topology 1000 

Simulation time 100s 

Traffic type Constant Bit Rate (CBR) 

Packet interval 0.05s 

Parameter Value 

 

Simulation environment of one of the scenarios is presented in 

Fig.1. 

 

 

Fig1: Simulation environment 

3.2 Performance metrics 
In order to measure the impact of the above parameters on 

WSN, we investigate two metrics described as follows. 

Throughput (T): is computed by dividing the amount of data 

received at the destination node by the time taken to arrive at 

this node: 

T = ∑ (Received Packets * Packet size * 8) / time taken 

 

End-to-End delay (D): is considered as the time taken by a 

packet to travel from the sender node (Ts) until it is 
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successfully received at the receiver node (Tr) by considering 

the propagation delay (Tp):  

D=Tr - Ts + Tp, where Tp=distance between the source and 

destination / speed of light. 

 

By combining the variable parameters and performance 

metrics, four distinct scenarios are examined as the states of 

the WSN. 

4. SIMULATION RESULTS AND 

DISCUSSION 
In this section, the simulation results of the four scenarios are 

presented. 

4.1 Scenario1: throughput while varying 

the nodes density 
In this experiment, 1000 bytes CBR packets with 0.05s 

interval between the packets are transmitted between the 

users. The key motivation is to examine the impact of the 

node density, with the characteristics listed in Table2, on 

operation of the WSN in term of the maximum achieved 

throughput. The simulation results of this experiment are 

presented in Fig2.  

 

Fig2: WSN throughput with different nodes density 

It is straightforward that the more nodes we have, the more 

hops will be contained in the route established between the 

sources and the destination. Based on the above results we can 

see that both protocols preserve the WSN scalability. They 

can accurately manage the network growing so that as the 

number of nodes increases the throughput stays in a relatively 

uniform state. 

The above results also imply that regardless of the number of 

nodes, DSR is more efficient than AODV in term of the 

higher throughput. For 40 nodes, AODV shows less 

throughput than before which is related to the lost packets due 

to congestion. This shows DSR can handle network 

congestion more efficient than AODV. 

4.2 Scenario2: throughput while varying 

the packets size 
To demonstrate how the size of the packets routed by either 

AODV or DSR affect the throughput of WSN, we plot in 

Fig.3 the throughput as a function of the packets size ranging 

from 100 to 1000 bytes.  

 

Fig3: WSN throughput with different packet sizes 

The above results imply similar efficiency achieved by both 

AODV and DSR for packets smaller than 600B. For the small 

packets, the amount of throughput for both AODV and DSR 

increases quickly as the size of packets increases from 100 to 

600 bytes. However, the results show that when the size of 

packets grows bigger, DSR is more efficient than AODV in 

term of higher throughput. Our results suggest that for the 

packets larger than 700B we still observe growing the 

throughput by DSR unlike AODV. The apparent slight 

decrease observed in the case of AODV is not statistically 

significant. So we can conclude that larger packets can 

degrade the efficiency of WSN when using AODV protocol. 

4.3 Scenario3: delay while varying the node 

density 
In this experiment, the nodes density is varied in the range 

between 10 to 40 nodes which are randomly placed over an 

area of 1000m x 1000m WSN area. The experiment focuses 

on quantifying the impact of growing the WSN on efficiency 

of the AODV and DSR in term of delay. The results are 

presented in Fig.4. 

 

Fig.4: WSN delay with different nodes density 

Based on the results, DSR performs almost the same while the 

number of nodes increases. However, the above graph shows 

that as the number of nodes increases, the AODV incurs 

higher delay to the WSN than DSR. The reason of higher 

delay for AODV is the frequent discovery process which is an 

inherent characteristic of this protocol. 

4.4 Scenario4: delay while varying the 

packets size 
In this experiment we send different packet sizes into the 

WSN to see the possible effects on the performance of the 

WSN. Fig.5 depicts how the delay is affected by the variations 

in the packet sizes for AODV and DSR. 
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Fig.5: WSN delay with different packet sizes 

From the simulation results it is observed that regardless of 

the type of routing protocol, a better performance in term of 

less delay is achieved by the WSN when the smaller packets 

are exchanged. The smaller packets, 100B to 300B, provide 

the same amount of delay for DSR and AODV. However, as 

the size of packets grows, the delay caused by AODV grows 

higher than DSR. Additionally, we can find that when the size 

is between 300B to 600B, the delay increases gradually. But 

after that, the delay increases more quickly. The reason is that 

the bigger packets need more time to process. This increases 

the amount of time they have to wait in the queue. Moreover, 

since larger packets induce congestion to the network, the 

packets will experience greater delay. 

5. CONCLUSION 
In this paper we have made a comparison between AODV and 

DSR routing protocols to evaluate their efficiency under 

different WSN conditions. The nodes density and traffic types 

have varied to measure their effects on the performance of the 

routing protocols in term of delay and throughput. The 

frequent discovery process as an inherent characteristic of the 

AODV protocol directly affects it performance. From the 

results it is concluded that DSR is more efficient in terms of 

higher throughput and less delay when it comes to scalability 

issue by changes in nodes density and load.  
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