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ABSTRACT 

Content Based Image Retrieval is a system for retrieving the 

images from a dataset of images. The CBIR has several stages 

including feature extraction at the initial level and then 

performing the similarity matching. Later on based upon the 

similarity matching results the required images can be 

extracted. Images are a complex data to handle as they are 

composed of matrices and vectors of data and also due to 

multi thread execution of algorithms, programmability and low 

cost, image processing becomes an appropriate field of 

achieving parallelism. To parallelize the phases of CBIR a 

special hardware is used known as Graphics Processing Unit. 

The objectives of the published work is to develop a Content 

Based Image Retrieval system and test it on benchmark WANG 

database using suitable and efficient techniques so as to achieve 

efficient results. As images are complex and there is an 

approach of achieving parallelism while dealing with images, 

so after implementing CBIR, the feature extraction phase has 

been parallelized and the tendency of GPU processor is 

exploited to obtain the speed up. An accuracy of range between 

22 to 67% for individual categories of the databasewas 

achieved. Finally on comparing the execution times of serial 

implementation and parallel implementation a considerable 

speed up of 15 % on an average was obtained. 
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1. INTRODUCTION 
CBIR is a process of retrieving the images from the image 

database. A large collection of images is referred to as image 

database. A database of images is a system where image data 

are integrated and stored [1]. Content-based image retrieval 

uses the visual contents of an image such as colour, shape, 

edges or contours, texture, and spatial  layout to represent and 

index the image. In a peculiar content-based image retrieval 

systems , the visual contents of the images in the database are 

extracted and described by multidimensional feature vectors. 

The feature vectors of the images in the database form a feature 

database. To retrieve images, users provide the retrieval system 

with example images or sketched figures. The system then 

changes these examples into its internal representation of 

feature vectors [2]. In CBIR (Content-Based Image Retrieval), 

visual features such as shape, colour and texture are extracted 

to characterize images. Each of the features is represented using 

 

 

 

 

 
 

Figure 1.  CBIR System 

one or more feature descriptors. The main phases of CBIR are 

feature extraction, similarity matching, indexing, image 

retrieval and the relevance feedback. During the retrieval, 

features and descriptors of the query are compared to those of 

the images in the database in order to rank each indexed image 

according to its distance to the query. The similarity search is 

done between the feature vector of the query image and the 

feature vectors of the database images by using the KNN 

algorithm [21]. In this, the Euclidian distance formula is used to 

obtain the nearest neighbours that are the best matching 

features from those feature vectors. The distance is compared 

with a threshold distance. Figure 1 shows the phases of Content 

Based Image Retrieval system. 

 

2. GRAPHICS PROCESSING UNIT 
Graphics processing units (GPUs) have rapidly evolved to 

become high performance accelerators for data parallel 

computing. Due to its huge parallel hardware architecture and 

high performance of floating point arithmetic and memory 

operations on GPUs make them particularly well-suited to 

many of the same scientific and engineering workloads that 

occupy HPC (High Performance Computing) clusters, and that 

is why they are used as HPC accelerators [3]. Apart from being 

cost-effective such accelerators, GPUs also significantly reduce 

space, power, and cooling demands, and reduce the number of 

operating system images that must be managed in comparison 

to traditional CPU-only clusters of similar aggregate 

computational capability [4]. 

The architecture of GPU is divided into Host and Device. GPU 

is known as device and CPU is called host. Both of them work 
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simultaneously [5]. Figure 2 shows the architecture of GPU. 

Initially the main program is read by CPU and sent to the 

device (GPU) where it is divided into several threads for further 

processing. Finally the results are sent back to the host (CPU) 

and they are displayed. 

2.1.1 Compute Unified Device (CUDA) 
CUDA is the language tool used for the implementation of the 

GPU. It is a parallel computing architecture developed by 

NVIDIA It was introduced by NVIDIA in November 2006. It 

allows software developers to access GPUs through standard 

programming language, `C for CUDA (C with NVIDIA 

extensions and certain restrictions).A well compiled CUDA 

program can execute on any number of processor cores. CUDA 

C is the language particularly designed to provide general 

purpose computing on GPU [6]. CUDA runtime executes 

multiple copies of our program in parallel on what we called 

blocks. We called the collection of blocks we launch on the 

GPU a grid [7]. 

 

The objectives of our work is to develop a Content Based 

Image Retrieval system and test it on benchmark WANG 

database using suitable and efficient techniques so as to achieve 

efficient results. As images are complex and there is an 

approach of achieving parallelism while dealing with images, 

so after implementing CBIR, we have parallelized the feature 

extraction phase and exploited the tendency of GPU processor 

to obtain the speed up. 

3. PROBLEM DESCRIPTION 
Content-based image retrieval, a technique which uses visual 

contents to search images from large scale image databases 

according to users’ interests. It includes the phases as feature 

extraction, similarity matching, and image retrieval. Since, 

images are a complex data to handle as they are composed of 

matrices and vectors of data and also due to multi thread 

execution of algorithms, programmability and low cost, image 

processing becomes an appropriate field of achieving 

parallelism. Content Based Image Retrieval process is 

performed since it is widely used. We define our retrieving the 

images from WANG database using a CBIR system both 

sequentially as well as in parallel using GPU. .As images are 

complex and there is an approach of achieving parallelism 

while dealing with images, so after implementing CBIR, we 

have parallelized the feature extraction phase and exploited the 

tendency of GPU processor to obtain the speed up. The images 

have a stored content which are known as the features of it. 

Those features that describe directly the images and its data are 

called low level features that include colour, texture, edges, 

shape etc. These are basically based on the whole image or on 

the part of an image as well [8]. 

The main objective is to process the CBIR system where 

features are initially extracted and then the similar images are 

fetched from the system by comparing the query image and 

the images kept in the data set on the basis of the distance 

between them. The system should perform well in terms of its 

accuracy and robustness. The execution time for image 

retrieval can be reduced by using Graphics Processing Unit 

whose function is to achieve the parallelism. In our research, 

we must try to get an efficient CBIR system having good 

accuracy values and for better speed up GPU shall be used 

which can be therefore a highlight of our work. So, we need 

to accelerate the CBIR system so we have computed the 

efficiency of our serial implementation of CBIR and to 

parallelize it we must use GPU. The environment used for 

implementation is OPEN CV [9]. For robust feature 

extraction we should use SURF technique and KNN for 

similarity matching and to find the speed up a comparison of 

the execution results of CBIR on CPU and GPU has to be done 

at the end. 

4. SYSTEM ARCHITECTURE 
Here the clear prototype of our implementation is defined that 

cover the following phases as: 

1. To perform feature extraction on Central Processing 

Unit and also on GPU. 

 CPU part using OPEN CV. 

 GPU part using CUDA on OPEN CV. 

2. To perform similarity matching on the extracted 

features. Use KNN for extracting similar images. 

3. To calculate the performance metrics of CBIR. The 

performance parameters include Acceptance ratio, 

rejection ratio, Poor matcher, execution times on 

CPU as well as on GPU, True Positives, False 

Positives, True Negatives, False Negatives and thus 

create confusion matrix from it so as to calculate the 

overall accuracy of the CBIR system. 

4. To compare execution times of both serial as well as 

parallel implementation. Therefore, we can calculate 

the individual speed up and also an average speed up. 

The system architecture is divided into two main parts: 

A. SERIAL IMPLEMENTATION where Feature 

Extraction is performed on host that is CPU and 

Similarity Matching is also performed on host. 

B. PARALLEL IMPLEMENTATION where Feature 

Extraction is performed on Device that is GPU and 

Similarity Matching is performed on Host. 

OPEN CV is a platform provided for image processing 

implementation using C++ interface. Open CV (Open Source 

Computer Vision Library) is a library of programming 

functions mainly aimed at real-time computer vision, developed 

by Intel, and now supported by Willow Garage and Itseez [10]. 
It is an open source computer vision library in C or C++ and 

optimized for real time applications. It provides  

 

 

Figure 2.  Architecture of GPU 
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Figure 3.  Feature Extraction Algorithm 

interface to Intel's Integrated Performance Primitives (IPP) with 

processor specific optimization (Intel processors) [11]. 

4.1.1 Feature Extraction Algorithm 
Feature extraction not only finds its use in CBIR domain but 

also in various other fields of image processing, data mining 

and speech recognition as well. Since the result of this phase 

is a set of features that further can be taken as input for other 

phases of CBIR so, it is very important to choose a correct 

technique for feature extraction. The technique we have used is 

SURF that is Speeded Up Robust Features [12] that helps in 

accelerating feature extraction for images. It is a method that 

performs a scale and rotation-invariant interest point detector 

and descriptor [13]. The low level features are extracted since 

they work on the whole of the image [14].We have extracted 

the key points, contours and texture. 

This is the starting phase of our work where test images has 

been loaded from the WANG data set which is a benchmark 

database [15].The images are taken in JPEG format and we can 

also display them using imshow function in OPEN CV[16].The 

images are converted into grey scale. Then extraction of the key 

points from the images is done using SURF detector. 

It uses min hessian matrix [17]. For extracting the contours 

from the images a declaration and definition of a function in 

OPEN CV is done. The edges are detected using the Canny 

edge detector [18] and for textures an algorithm provided in 

OPEN CV is used. The texture of images are what is got as an 

output. Figure 3 shows the flowchart of feature extraction 

algorithm that have been used with OPEN CV. 

4.1.2 Similarity Matching Algorithm 
The similarity matching is one of the important phases that is a 

part of different applications and CBIR. It helps in finding the 

similarity between different features on the basis of distance. 

There are several algorithms available for similarity matching. 

The similarity is performed by taking the feature descriptors of 

query images and those of the database images and then it 

computes the distances between them based upon certain 

formulae [19].On the basis of which it finds the similar 

matching images from the database. One can compute the 

average distance and the quadratic histogram distance as well. 

The K Nearest Neighbour search is one of the popular methods 

that compute the distances between the features or points and 

find out the similarity between them. It is also known as Brute 

Force method [20].The algorithm has been depicted in figure 4. 

 

1. The algorithm starts with loading the WANG dataset. 

The dataset contains the different category images in 

the jpeg format like dinosaurs, horses, food, 

elephants, etc. Since to fetch the similarity between 

the images it needs to have their features. So, it 

extract the features of the images of dataset that 

become the part of our training set and the features of 

the query image that it inputs to the system.  

2. The features that were initially extracted in the first 

phase are carried forward here. The descriptors of the 

images are calculated known as feature descriptors.  

3. Then finally the query image feature descriptor and 

the training set descriptors are matched and thus the 

similar images are retrieved. 

4.1.3 Serial Implementation 
In the serial implementation of the work as the figure 5 depicts, 

the system initially inputs one of the image randomly of any 

category from the WANG database which is the test image and 

also on the other hand it has input the WANG data set 

containing different category's images. Then it has extracted the 

features of query image and the dataset images using SURF 

feature extractor. After calculating the feature descriptors we 

have performed similarity matching using KNN method. From 

this we had retrieved the a-like images from the dataset. It has 

performed the loading of the images, feature extraction and 

similarity matching using OPEN CV platform. Then it could 

find the performance of our CBIR system. So, the image 

loading, feature extraction and similarity matching are 

performed on Central Processing Unit that is host. The 

execution time of CPUs also calculated.  

4.1.4 Parallel Implementation 
In the parallel implementation of our work as the figure 6 

depicts, the system has performed the image loading and 

feature extraction on the device and similarity matching on the 

device. 

Initially it gives the path of the WANG dataset to the host 

where it further uploads it to the device so that it can read the 

 
 

Figure 4.  Similarity Matching Algorithm 

The similarity algorithm goes as follows: 
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corresponding images from the path location. After loading and 

reading of the image dataset, the device extracts the features 

and stores it in the feature descriptors. These are then sent to 

the host where it downloads the descriptors. Meanwhile the 

host also calculates the descriptors of the query image. The 

matcher performs similarity matching  

between query image and trained dataset. The host retrieves the 

similar images. After that we have calculated the  

 
 

Figure 5.  Serial Implementation 

execution time of GPU. At the end a comparison is done 

between the execution times of CPU & GPU and hence found 

out the speed up of our CBIR system. 

5. RESULTS AND DISCUSSION 
Visual Content-Based Image Retrieval consists in searching an 

image database to retrieve images which are visually similar to 

a given query image [21]. Content-based image retrieval 

(CBIR) is the set of techniques for retrieving semantically-

relevant images from an image database based on 

automatically-derived image features .The main phases of 

CBIR on which the system has worked is feature extraction 

which is the initial phase and the finally the similarity matching 

phase.  It worked on WANG database [22]. and calculated 

different metrics to validate the CBIR system as processed on 

OPEN CV platform. Initially  the accuracy of the sequentially 

processed CBIR system and then also calculated the speed up 

of the parallel system. 

1. Detect-ability: The system has initially taken Wang 

data set having several category images. Initially we 

have extracted the features form the images using 

SURF Feature Extractor. The features extracted are 

low level features that include key points, contours 

and texture. For checking the extent of features 

extracted it has used a parameter called Detect ability. 

It means how much efficiently does the technique 

detects the features .It also extracted the features of 

the query image. It measures the ability to obtain 

sufficient feature point correspondences in the images 

[23] .After getting and observing all the features as 

shown in figure 7 a conclusion tells that the technique 

so use has a good detect-ability. 

2. Confusion Matrix:-A confusion matrix [24] contains 

information about actual and predicted classifications 

done by a classification system. Performance of such 

systems is commonly evaluated using the data in the 

matrix. Figure 8 has shown the confusion matrix . 

3. Accuracy:- The algorithm a has used the above said 

parameters which are True Positives, True Negatives, 

False Positives & False Negatives to calculate the 

accuracy of our CBIR system. It basically shows how 

efficiently the system is able to detect the images 

based on the extracted features. The retrieval scheme 

must be accurate, i.e. the retrieved images must 

resemble the query image. We classify a retrieval as 

accurate if for a given query image the perceptually 

(to a human) most similar image in the database is 

retrieved by the system as the topmost [25]. The 

results of accuracy of all the categories has been 

summarized the results in a graph shown in figure 9. 
The results so shown, validates the proposed CBIR 

system according to their respective values. 

 

Figure 6.  Parallel Implementation 

Accuracy =  
(TP  + FP )

(TP  + TN  + FP  + FN )
   

 

4. Speed Up: Speed up means how faster the execution 

has been. At last it used the GPU for parallel 

implementation of feature extraction and CPU for 

implementing the retrieval of similar images. It has 

calculated the execution times from the serial 

implementation of the system and parallel 

implementation of the same and on comparing these 

two, speed up could be fetched. An observation can 

be made that the CBIR system has obtained an 

accuracy of range between 22 to 67% for individual 

categories and an average speed up of 15%. The 

figure 10 shows the comparison of execution times of 

INPUT TEST IMAGE AND TRAINED DATASET TO 

CPU 

 
EXTRACT FEATURES OF QUERY IMAGE AS WELL 

AS IMAGE DATASET 

 
CALCULATE FEATURE DESCRIPTORS 

 

PERFORM SIMILARITY MATCHING 

 

RETRIEVE IMAGES 

 

PERFORMANCE EVALUATION 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 125 – No.8, September 2015 

 

29 

the system on CPU as well as on GPU. One can 

also observe from the displayed results the 

individual speed ups of all the categories of the 

database in figure 11. 

6. CONCLUSION 
The algorithm has performed the research on Content Based 

Image Retrieval which is the system used for image retrieval 

from a dataset of images. In this case it has worked on the 

benchmark database that is the WANG database.The 

platform that is used for our implementation is the OPEN 

CV that is one of the tool used for image processing 

algorithms composing of C++ libraries. Initially it has 

performed the feature extraction on the image dataset and 

the query image as well using the SURF feature extractor 

and using these features we have performed similarity 

matching with KNN algorithm. All of the processing is 

performed using the host that is Central Processing Unit. To 

validate the proposed system a checking of the accuracy of 

our system is done. An accuracy of range between 22 to 

67% for individual categories of the database has been 

fetched. 

The algorithm has also tried to reduce the execution time by 

using GPU. In this case it has performed the feature 

extraction using device that is GPU using SURF with GPU 

and finally retrieved the similar images using KNN itself. 

Finally on comparing the execution times of serial 

implementation and parallel implementation it has obtained 

a considerable speed up of 15 % on an average. 

     

 

 

Figure 8.  Extracted Features-Keypoints,Contours & 

Texture 

 
Figure 9.  Accuracy Results 

 

 

 

 

 

 

 

 

 

 
 

Figure 7.  Confusion Matrix 
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Figure 10.  Comparison of execution times of the system on 

CPU as well as on GPU 

 

Figure 11.  Speed Up  

7. FUTURE SCOPE 
The algorithm can be performed on various other benchmark 

databases. We can also use the other feature extraction 

techniques provided in OPEN CV like SIFT,ORB,FAST etc. 

and GPU can also be used on the similarity search phase of 

CBIR and a speed up can be calculated. 
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