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ABSTRACT 

This senate proposes an optimize version of the Hamming 

codes for Error detection and correction (EDAC) used in the 

HDLC protocol as HDLC being the most enduring and 

fundamental standard in communication. When data is either 

stored in memory or transmitted through a communication 

channel it is not errorless. With the exposure to 

electromagnetic radiation the semiconductor memory which 

are used in various applications get damaged .Because of 

electromagnetic interference the contents of the RAM 

memory cells get affected which leads to the bit flip in the 

magnetic storage devices like floppy disk, magnetic tape and 

hard disk devices etc. A proposed method has been developed 

to overcome the existing problems by using Xilinx ISE 13.2 

simulator tool through which number of bit errors detection 

and correction can be increased in 8x8 matrix .It will result 

into enhancement of code rate and reduction of bit overhead. 
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1. INTRODUCTION 
During transmission of data or in read, write operation from 

the memory it is necessary to ensure that data has not been 

corrupted either by noise or by any hardware failure various 

EDAC techniques are employed. This is because different 

codes are being used in different applications. Due to classical 

development of the memory units different types of errors 

generated and the kind of overhead associated with different 

error detection techniques the main requirement of error 

detection and correction method is as follow : 

(a) Network must transfer the error free data between 

transmitter and receiver. 

(b) Errors need to be detected and corrected for reliable 

communication. Lastly, error detection and correction must be 

deployed at the data link layer of the OSI model[4].  

Source coding and channel coding can be used to improve the 

reliability and efficiency of data transmission. Source coding 

is employed for the reliability during transformation of data 

from one form to another and channel coding is used for 

efficiency when the data is made secure from noise by making 

use of error detection and correction techniques[1,3]. 

Although numerous EDAC methods have been developed to 

protect data from errors in the last few decades but still the 

reliability in the data transmission is a big concern in the 

noisy environment. 

This paper represents a highly efficient and reliable method 

for error detection and correction. The proposed EDAC 

methodology is based on HDLC protocol using Hamming 

method. In this method the HDLC protocol protects the data 

part from error with the use of Hamming code and can correct 

more number of errors than any other EDAC method from the 

same amount of data bits[5]. 

1.1 Code Rate 
The code rate is defined as ratio of amount of information bits 

( m ) to the total number of bits that are transmitted in the 

codeword. It is a significant part for the evaluation of 

performance of any error detecting and correcting code. For a 

better error detection and correction method it should have 

more code rate. 

Code rate (R) = Data bits( m)/Total number of bits (n + m).(1) 

1.2  Bit Overhead 
Another significant term for the comparison of two codes is 

the bit overhead. The bit overhead is defined as the ratio of 

parity bits to the data bits present in the codeword. Bit 

Overhead determines the percentage of redundancy in the 

codeword. A better error detection and correction method 

should have less bit overhead. 

Bit Overhead  (BO) = Parity bits (n) / Data bits ( m )    (2) 

2. RELATED WORK 

 Golay codes are an important example of cyclic codes. The 

binary linear code G11 is a (11, 6, 5) code which  Consists of 

35 = 243 distinct code words. Each of this codeword is 11 bits 

long and having hamming distance 4. G11 (11, 6, 5) is widely 

used in space applications [12]. In fact, it is an example of 

perfect binary code [26]. It can perform error detection and 

correction through using table lookup in a directory [13, 11]. 

This code associates 6 data bits with 5 parity bits to form a set 

of 35 = 243 code words each of which is 11 bit long. The 

hamming distance is 4. Therefore, all error patterns up to three 

errors can be corrected. We used bit overhead and code rate 

for comparing different error correction and error detection 

methods. Bit overhead is the rate of parity bits to the number 

of data bits. Code rate is the number of data bits to number of 

bits in codeword. As a result, a method is better to have a less 

bit overhead and more code rate. 

Bit Overhead  =  number of parity bits/ number of data bits     

                    =  5/ 6  = 83.33%          By using equation (1)  
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Code Rate  =  number of data bits /number of codeword  

                       =   6/11  = 54.54%     By using equation (2) 

BCH codes [2] belong to class of linear cyclic block codes. 

For any integer m ≥ 3, and t < 2m −1, there exists a primitive 

BCH code characterized by following parameters.       

                Block length : n = 2m − 1,  

                Number of parity check digits:   n−k ≤ mt,  

                Minimum Distance : dh ≥ 2t +1 

For m = 4 and t = 2, there exists BCH (15, 8, 5) code which 

has triple error correction capability. In order to avoid 

unnecessary explanation, interested reader is referred to [2,19] 

for detailed information. The code rate and bit overhead for 

BCH (15, 8, 5) would be as follows:             

        Bit Overhead = 7/8 = 87.50%      Using equation (1) 

        Code Rate = 8/15 = 53.33%         Using equation (2) 

   Reed-Solomon [24] is a special case of BCH code. It is a [n, 

k, n − k + 1] code; in other words, it is a linear block code of 

length n with dimension k and minimum Hamming distance n 

− k + 1. The error-correcting ability of a Reed–Solomon code 

is determined by its minimum distance, or equivalently, by 

n−k, the measure of redundancy in the block. If the locations 

of the error symbols are not known in advance, then a Reed–

Solomon code can correct up to (n−k)/2 erroneous symbols 

i.e., it can correct half as many errors as there are redundant 

symbols added to the block. 

For n = 31 and k = 26, Reed-Solomon can correct up to 3 bit 

upsets in data.  

The code rate and bit overhead for RS (31, 26, 6) would be as 

follows: 

        Bit Overhead = 6/26 = 23.07%      Using equation (1)   

        Code Rate = 26/31 =83.87%          Using equation (2) 

Rectangular parity codes are extension of simple parity codes. 

By assuming the logical organization of memory bits in 

rectangular form and calculating a parity check bit at the end 

of each row and each column, we get a two dimensional parity 

check matrix. In the rectangular parity codes, when any data 

bit is changed, the corresponding column parity bit and row 

parity bit is changed. This scheme can easily detect single bit-

upset considering any changes in the vertical and horizontal 

parity bits. It also can detect and  in some cases correct the 

multiple-bit upsets in the data part using simple algorithms. It 

should be noted that rectangular parity codes are not able to 

correct or even detect some kinds of arrangement of multiple-

bit upsets. However, if there is an error in the parity bits, the 

scheme may encounter some problems in detecting and 

correcting the error. 

3. PROPOSED METHODOLOGY 
This technique proposed an optimized version of the hamming 

code. The architecture presented below can be implemented 

with Hamming parity method. At the transmitter side, the data 

which is to be transmitted will be first read from the stored 

8x8 RAM location and then with the Hamming parity 

calculation by adding parity bits to the data bits is transferred 

in HDLC Frame generator. After frame formation, data will 

be transmitted over the channel from the transmitter to the 

receiver. The clock will be used for required processes only 

and for the rest of the time it will remain ideal. At the receiver 

side, the HDLC frame will be received and then after  

deformation of HDLC frame the data with parity bit is passed 

to the Hamming parity calculator for parity bit calculation 

then check for errors if any error is detected then it is 

corrected . At the last, the data is written on RAM memory at 

desired location. 

 

Fig. 1. Proposed Architecture 

3.1  Transmitter Section 
At the rising edge of the clock, the counter will check for its 

value. If it is equal to zero (0) then w_tx, r_tx and tx_rx_en 

signals are checked, either the value of signals w_tx=1,r_tx=0 

and tx_rx_en=0 then perform the write data operation in the 

RAM at w address or the value of w_tx=0,r_tx=1 and 

tx_rx_en=0 then perform read data operation at RAM from r 

address.After this Hamming parity calculation operation is 

done.Parity of  RAM data firstly checked and then stored in 

the parity storage. 

To calculate parity at the transmitter side , the most common 

types of error correcting codes used in RAM are based on the 

codes devised by R.W.Hamming [10]. In the Hamming code, 

m  parity bits are added to an n-bit data word,forming a new 

word of n+m bits. The position of  bits are numbered in 

sequence from 1 to n +m. The position of the parity bits is 
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reserved with 2k where k varies from 1 to n. The rest of bits 

are the data bits. The words of any length can be used with 

this code. Before describing the general characteristics of the 

Hamming code, we will represent its operation with eight bits 

of data word. Let’s take an example the 8 bit data word  

10110011. We include four parity bits with this word and 

arrange the 12 bits as follows: 

 Bit position    1    2    3    4    5   6   7    8    9   10   11    12 

                       P3  P2  1   P1  0   1   1    P0   0     0     1    1 

The 4 parity bits P3 P2 P1 and P0 are at positions 1, 2, 4, and 

8 respectively. The 8 bits of data are at the rest of the 

positions. Each parity bit is calculated as follows: 

P3 _ XOR of bits (3, 5, 7, 9, 11)  =  1⊕0⊕1⊕0⊕1  = 1 

P2 _ XOR of bits (3, 6, 7, 10, 11)  = 1⊕1⊕1⊕0⊕1  = 0 

P1 _ XOR of bits (5, 6, 7, 12)  =  0⊕1⊕1⊕1  = 1  

P0 _ XOR of bits (9, 10, 11, 12)  =  0⊕0⊕1⊕1  = 0 

As we all know that the odd function is performed by the 

exclusive-OR operation. It works as follow : value  is equal to 

1 for an odd number of 1’s among the variables and value is 

equal to 0 for an even number of 1’s. Hence each parity bit is 

set in such a way  that the total number of 1’s at the checked 

positions including the parity bit is always even. Flow graph 

for the transmitter section operation : 

Fig 2. Transmitter Section Flow Graph 

The 12 bit composite word which is to be written in the 

memory is composed of 8 bit data word along with the 4 bit 

parity. The 12 bit composite word which  is written in the 

memory can be retained by simply putting  4 bit parity at the 

desired location: 

Bit position    1    2    3    4    5    6   7    8    9   10   11    12 

                       1    0    1    1    0    1    1    0   0     0     1     1 

The rechecking of error is done when 12 bit data is read from 

memory.By considering a parity bits, the parity of data word 

is checked for the similar group of bits. The four check bits 

are calculated as follows: 

C0 _ XOR of bits (1, 3, 5, 7, 9, 11) 

C1 _ XOR of bits (2, 3, 6, 7, 10, 11) 

C2 _ XOR of bits (4, 5, 6, 7, 12) 

C3 _ XOR of bits (8, 9, 10, 11, 12) 
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From the above evaluation we get,  0 check bit represent an 

even parity and  1 check bit for an odd parity over the checked 

bits respectively. As the bits are written with even parity, the 

result, C _ C3C2C1C0 _0000, indicates that no error has 

occurred. However, if, the 4-bit binary number formed by the 

check bits gives the position of the erroneous bit if only a 

single bit is in error. For example, consider the following 

three cases:  

Bit position      1   2   3    4    5    6    7    8   9    10   11    12 

No Error                 1   0    1    1    0   1    1    0    0    0    1    1 

Error in bit 2    1   1    1    1    0    1   1    0    0    0    1   1 

Error in bit 6    1   0    1    1   0     0   1    0    0     0   1   1 

 

Here three cases arises  

i) In the first case, the 12 bit word has no error. 

ii) In the second case, there is an error in bit position 

number 2 because it toggle from 0 to 1. 

iii) The third case shows an error in bit position 6 with a 

change from 1 to 0. 

 Performing the XOR operation on the corresponding bits, 

we examine the four check bits to be as follows:  

                             C3     C2    C1      C0  

No error           0      0       0      0 

Error in bit 2   0       0       1     0   

Error in bit 6   0       1       1     0 

Thus, We get C 0000, if we don’t have any error; we obtain 

C 0010, with an error in bit 2; and with an error in bit 6, we 

get C 0110. It means, when P is not equal to 0, the decimal 

value of C shows the position of the bit in error. The error 

can then be corrected by toggle the corresponding bit. It is 

noticed that an error can occur in the data or in one of the 

parity bits. The Hamming code can be used for data words 

of any length. Generally for m check bits and n data bits, the 

total number of bits ( n + m ) that can be in a coded word is 

at most 2m -1.  

   Only a single bit error can be detected and correction in 

the basic Hamming code. Although multiple bit errors can 

be detected but they are corrected erroneously, as if it 

consider them they were single bit errors. Further by adding 

of parity bit to the coded word, as a result of which the 

Hamming code can detect multiple bit error and correct 

single bit errors. The previous 12 bit coded word will 
becomes 101101100011P13 , where P13 is calculated from 

the XOR of the rest 12 bits when we include addition of this 

extra parity bit . This results in the formation of 13 bit word 

1011011000111 having even parity. Whenever this word 

1011011000111 is read from memory, the parity bit P and 

check bits are calculated for all the 13 bits. If value of  P = 

0, the parity is correct i.e even parity and  if P =  1, the 

parity of the 13 bits is incorrect i.e odd parity. The following 

four cases can occur:  

If C =0   and   P = 0      No error occurred.  

If C  0    and     P   = 1 A single error occurred that can be    

corrected.  

If C  0  and  P  =  0    A double error occurred that is detected 

but cannot  be corrected. 

If C = 0  and  P =  1 An error occurred in the P13 bit.  

This scheme will detect more than two fallacious bits in 

many cases, but is not guaranteed to detect all such errors. A 

modified Hamming code is used to generate and check 

parity bits for a single- error-correction, double-error-

detection scheme in real systems. The modified code uses a 

different parity check bit scheme that balances the number 

of inputs to the logic for each check bit and thus the number 

of inputs to each circuit that does the checking. The 

balancing minimizes the delay through the error correction 

and detection circuits. These circuits can be used in a RAM 

subsystem to add check bits during write operations and to 

correct single errors and detect double errors during read 

operations. 

As the calculated parity is stored in the parity storage ,The 

value of  tx_rx_en signal is made high i.e equal to ‘1’ to 

initialize the transmission of HDLC and for this the counter 

will run for the 0 to 122 count value for complete frame 

transmission. Starting from the MSB to LSB when all the 122 

bits are transmitted, counter will  reset automatically. It will 

raise the done signal to high value. Done signal is a status 

signal which gives the indication that the errors are corrected 

in all the registers after transmission.  

The contents of an HDLC frame are shown in the table : 

Table 1. Frame format for HDLC protocol 

Start Address Control 
Data 

Bits 

FCS Or 

Parity bits 
Stop 

8 bits 8 bits 
2 bits (00 By 

Default) 
64 bits 32 bits 8 bits 

 

3.2  Receiver Section 
At the receiver side, initially condition tx_rx_en  is 

checked, if its value is ‘1’ then check for the value of 

counter. For starting the frame reception its value must be 

‘0’. As all the conditions are met start the frame reception 

and start bits are received first. Now increment the counter 

value and  get the receiver address from frame reception 

and verify the receive address check. According to the 

HDLC frame specify the 2 bit delay for control bit and later 

data part reception will start. When data part reception is 

done parity check or frame check sequence bits are 

received. At the end the reception of stop  frame bits take 

place. 

Perform the decoding of  register data which is present in 

the HDLC frame and decode the received parity bits to 

detect the desired error location. Once the error is detected , 

perform the error correction mechanism at the detected 

address of the error. As the error correction is over RAM 

data is read from the corrected frame at the receiver and at 

this read data the RAM data write operation is performed as 

illustrated in the flow graph shown below : 
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Fig. 3. Receiver section flow graph
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4. RESULTS 
In the proposed methodology, in accordance to the given 

algorithm errors are inserted in 8x8 matrix and it is observed 

that maximum number of errors that can be corrected are 8 

bits. While maintaining the other performance parameters 

such as code rate and bit overhead. The resultant value that we 

obtained using equation (1,2) is given in the table II shown 

below. 

The value for bit overhead and code rate are shown : 

Table 2 : Result for Bit Overhead and Code Rate 

S 

N

o

. 

Error 

correcting 

code 

Data 

bits 

(m) 

Redund

ant bits 

(n) 

Lengt

h of 

code 

vecto

r (k) 

Bit 

overhead 

(B.O=n/

m) 

Code 

rate 

(R=m/

k) 

Error 

correctio

n 

capabilit

y in No. 

Of bits 

1 Proposed 

technique 

 

64 

 

32 

 

96 

 

50% 

 

66.66% 

 

8 

 

The VHDL codes are written and simulated for 64 bit data. 

Simulation results for 12 bit coded word having 8 bit data and 

4 bit parity is done. Eight bit errors are inserted and then these 

errors are corrected as shown in fig. 4 and fig. 5 respectively. 

 

Figure. 4. 

 

Figure. 5. 

5. CONCLUSION 
In this senate the error detection and correction is done by 

using hamming code in the proposed method. As this method 

is compared with other EDAC and it is found that the error 

correction capability of proposed method is eight error bit, 

encoder and decoder architecture has less complexity than 

other EDAC methods. The proposed technique can be used 

efficiently where retransmission of data is complicated and 

expensive too. The bit overhead and code rate for this 

technique are 50% and 66.66% respectively which provide 

better results for error detection and correction than other 

EDAC technique 
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