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ABSTRACT  
Spatial clustering has been widely applied in various 

applications, especially in remote sensing technology. 

Clustering the geographical nature of the remote sensing 

imagery is challenging due to its wide and dense spatial 

distribution. Renowned clustering algorithms such as k-means 

and other probabilistic clustering algorithms have been 

reported in the literature. However, they are not robust to 

handle such peculiar data distribution. This paper employs 

probabilistic d – clustering algorithm to cluster the 

geographical information of the remote sensing imagery. The 

methodology considers diverse neighborhood connectivity 

and degree of connectivity to investigate the performance of 

probabilistic d – clustering algorithm. Experimental 

investigation demonstrates that probabilistic d – clustering 

algorithm is better than k – means clustering algorithm in 

handling remote sensing imagery.  
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1. INTRODUCTION 
Clustering is the significant task in an image segmentation 

method [1], which refers to a process of grouping or 

partitioning an image into non-overlapping segments with the 

following constraints: (i) each segment should be 

homogenous and (ii) union of two adjacent segments should 

be heterogeneous [2]. Since image segmentation plays a 

crucial role in image classification [3] [4], the significance of 

clustering remains high [5]. However, the traditional 

clustering algorithms consider each pixel as individual data 

element and so these methods are vulnerable under noisy 

environment. Hence, spatial clustering does a main job to 

overcome this problem, because it exploits the spatial 

relationship between the pixels [1].  

Spatial clustering finds numerous applications in remote 

sensing [6], biomedical engineering [7] and many other fields. 

Advancements in GPS and smart mobile devices have 

increased the volume of data with spatial attributes because 

they utilize location sensitive information. However, 

clustering such spatial data is not a simple task because of 

arbitrarily distributed nature, noisy environment and large 

volume of hidden information.  

Researchers pay great attention towards clustering such 

spatially distributed data in an efficient manner [8]. Few 

spatial clustering algorithms are combined with smoothening 

filters to make the clustering robust against noise [9] [10] 

[11], while texture and spectral analysis have also been 

introduced in other works [12] [13].  

Since such preprocessing methods may degrade the 

significant information, achieving a remarkable level of 

clustering efficiency remains a challenging task [1]. Hence, 

dedicated spatial clustering methods have been reported in the 

literature [14] [15] [16] [17]. 

2. RELATED WORKS 
Remote sensing is one of the key areas, where spatial 

clustering methods can be essentially adopted [6]. Numerous 

spatial clustering algorithms have been reported in the 

literature. Few of them are briefly reviewed here.  

Yong-Qiang Zhao et al [6] have proposed a band-subset-

based clustering to improve the accuracy of hyperspectral 

image classification. In their method, they have segmented the 

hyperspectral data into numerous uncorrelated subsets, 

followed by determining the confidence of each subset using 

an eigenvalue – based approach. Segments with arbitrary 

shapes in both the spatial and the spectral domain have been 

extracted using a nonparametric technique. The hyperspectral 

classification has been performed based on the spectral 

reference of each cluster. Experimental investigation on 

Hyperspectral Digital Imagery Collection Experiment 

(HYDICE) has demonstrated the improved performance of 

their method over the spatially constrained fuzzy c-means 

clustering method. Moreover, their method has been proved to 

offer more robustness against noise than the supervised K-

Nearest Neighbor (KNN) classifier.  

Vahid Akbari et al [18] have unified the statistical distribution 

with the spatial contextual information to introduce an 

unsupervised clustering algorithm for multilook polarimetric 

synthetic aperture radar (PolSAR). This algorithm was based 

on the Markov random field (MRF) model that is an 

integrated version of K-Wishart distribution and Potts model 

for the PolSAR data statistics and spatial context. Moreover, 

the algorithm has utilized stochastic expectation maximization 

(SEM) algorithm to solve the clustering problem, in addition 

to estimating the parameters of MRF and K-Wishart 

distribution model. The performance of the algorithm was 

assessed through experiments on real as well as simulated 

PolSAR data.  

Shuyuan Yang et al [19] have introduced an assumption for 

relaxed clustering and a laplace regularizer to work in the 

spatial domain. Based on these, they have performed the 

semi-supervised hyperspectral image classification. Since they 

have worked on both the noisy and mixed hyperspectral 
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image pixels, the clustering assumptions have been relaxed 

and so, similar hyperspectral vectors are allowed to share 

similar labels rather than the same labels. A spatial regularizer 

has also been constructed by considering the spatial 

homogeneity assumption. AVIRIS data has been used to 

investigate the performance of their method and it is found 

that the performance has improved than that of the state-of-

the-art methods, just for a sample volume of training data.  

Yanfei Zhong et al [20] have proposed an adaptive fuzzy 

clustering algorithm with spatial information (AFCM_S1), in 

which an objective function with adaptive spatial information 

weight has been introduced based on the entropy. Further, 

they have introduced an adaptive memetic fuzzy clustering 

algorithm with spatial information (AMASFC) that solves the 

clustering problem as an optimization problem. The memetic 

algorithm has been formulated as a combination of differential 

evolution algorithms and Gaussian local search (GLS) 

method. Experimental investigations have demonstrated the 

performance of their algorithm over the conventional 

algorithms.    

Jian Ji and Ke-Lu Wang [21] have addressed the challenges 

on using the conventional Fuzzy c-means (FCM) algorithm to 

segment the synthetic aperture radar (SAR) images. They 

have overcome the problem by introducing a nonlocal fuzzy 

clustering algorithm with between-cluster separation measure 

(NS_FCM), in which an adaptive binary weighted distance 

measure and the adaptive filtering degree parameters have 

been used along with a fuzzy between-cluster variation term. 

By minimizing the NS_FCM objective function, they have 

simultaneously maximized the within-cluster compactness 

measure and the between-cluster separation measure of the 

segments. This supports the distance between cluster centers 

to be adjusted flexibly, when the fuzzy between-cluster 

variation term has been regulated. They have proved the 

performance of their algorithm on both the real and the 

synthetic SAR images.  

3. PRELIMINARIES 

3.1 Problem formulation 

Since spatial clustering poses great challenge to the 

researchers, the scope of working on it remains wide. K-

means clustering is the popular clustering methods that have 

been widely used for this purpose [22]. However, there are 

few significant challenges reside with the K-means clustering 

[23]. Probabilistic clustering addresses these challenges and 

overcomes the problem well [23]. Since, probabilistic 

clustering has outperformed, numerous variants have been 

reported in the literature.  

3.2 Contribution 
Recently, probabilistic distance clustering has been reported 

in the literature. Probabilistic distance clustering works based 

on joint distance function, rather than traditional probabilistic 

models [24]. Since it has been introduced recently, the 

algorithm has been found in limited applications. Hence it has 

not been applied much to cluster remote sensing imagery.   

4. GEOGRAPHICAL CLUSTERING 

METHODOLOGY 

4.1 Preprocessing 
The proposed geographical clustering, as given in Figure 1, is 

comprised of three stages namely, preprocessing, constructing 

clustering data and clustering geographical information. Let 

us represent the input remote sensing image as 

10,10:  NnMmImn . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Proposed architecture of geographical clustering 
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Process Geographic clustering using Probabilistic D - 

Clustering 

 Step 1 Initialize  10:  ck Nkc  

 Step 2 Calculate  dk CP  using equation (5) 

 Step 3 Calculate LC using equation (6) 

 Step 4 
Determine  kc using equation (7) 

 Step 5 
Go to Step 2, if  kc  differs from  kc  

 Step 6 Terminate the process  

Fig 3: Pseudo code of the probabilistic D – clustering for 

remote sensing imagery 

mnI  is a matrix of pixels in three dimensions that can be 

represented as 
R
mnI , 

G
mnI and

B
mnI , where, M  and N  refers 

to the height and width of the image, respectively. Individual 

pixel component can be referred here as    255,0:,nmi . 

The acquired image is in any of the size as per the setting of 

the acquisition device. However, to process the image in a 

common platform, all the images should have similar height 

and width, i.e., HMMM  21  and 

HNNN  21 , where H  is the number of images 

subjected to geographical clustering. Since the images can be 

corrupted by noise, median filtering is applied over the resized 

images under 33 neighborhood to obtain   NMI 1 .   

4.2 Constructing Clustering data 
Clustering data refers to the actual data to be clustered in 

which the data to be clustered is constituted by multiple 

attributes. Since the primary objective is to assign clustering 

label to every pixel, each pixel is defined by attributes such as 

its intensity as well as its neighborhood intensity. Let the 

clustering data be represented as

  NMxyD CyCxC  0,0:  , where MC and NC are 

the number of records and attributes of the clustering data, 

respectively. Given the clustering image,   NMI 1 , MC and 

NC can be determined as follows.  

  42  NMMNCM  
(1) 

 1 cN NC     (2) 

In equation (2), cN  refers to the number of color spaces, 

which is 3 here, because the clustering image is in RGB color 

space. N  given in equation (1) is different from   given in 

equation (2), which defines the neighborhood of the pixel, 

represented by m and n . Here, m  and n can be referred as 

 Mxf , and  Nxf , as follows 











M

x
m    (3) 











N

x
n    (4) 

In equation (3) and (4),    represents floor function. Using 

these functions, corresponding pixel and the neighborhood 

information are extracted as attributes and hence, the 

clustering data is constructed. The anatomy of clustering data 

is depicted in fig. 2 in which the upper layers illustrate the 

number of neighborhoods considered in the clustering data 

DC and the lower layer illustrates the color space 

components considered for every pixel.  

4.3 Clustering geographical information 
The geography of the subjected remote sensing information is 

clustered by clustering DC using probabilistic D – clustering 

[25]. The probabilistic D – clustering intends to identify the 

likely probability of a data point to be associated with a 

particular cluster, which is defined by the probability function 

given in equation (5).   

  
  

  
c

N

l lj
jd

kj
jd

dk Nk

cxCD

cxCD

xCP
c












1;

,

,

1

 (5) 

where, cN represents number of clusters,   xCP dk  refers 

to the likely probability of the 
thx component to be 

associated with the 
thk cluster,  BAD ,  represents distance 

between A and  B and jc  represents centroid of the 
thj

cluster. The pseudo code of the probabilistic D – clustering 

algorithm is illustrated in fig. 3. 

 The   1:1,0  MLcL CCNC in fig. 3 refers to the 

cluster labels for the data points that can be calculated as  

    xCPxC dk
k

L maxarg    (6) 

The centroid updating formulation can be given as  

 
  

 xC
xC

c d

C

x k

dk
k

M





















1


   (7) 

  
  
  kd

dk
dk

cxCD

xCP
xC

,

2

    (8) 

  



MC

x
dkk xC

1
    (9) 

where,  k and  k given in equations (8) and (9) are 

membership and factorization functions, respectively. The 

termination criterion for the algorithm is given as The 

subjected images are indexed based on the obtained LC to 

visualize the geographical nature of the image.  

5. EXPERIMENTAL RESULTS 
Simulation of the proposed method has been done in 

MATLAB and the performance investigation is carried out. 

The investigation has considered K-means, which is a 

renowned clustering algorithm, to ensure the competency of 
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the proposed methodology with probabilistic D – clustering 

algorithm.  

This paper consider three types of neighborhood, namely 4-

connected neighborhood, 4-connected diagonal neighborhood 

and 8-connected neighborhood.4-connected neighborhood 

considers top, bottom, left and right pixels of the center pixel 

to construct the clustering data, whereas 4-connected diagonal 

neighborhood considers left bottom, left top, right bottom and 

right top pixels. The 8-connected neighborhood considers all 

the first degree neighbors of the center pixels.  

The experimentation is carried out on ten images acquired 

from “Google Maps” at arbitrary altitude and they are 

subjected to geographical clustering. The clustering outcome 

of sample images is produced in fig. 4. Since it is complex to 

acquire the ground truth results, Davis-Bouldin (DB) index 

[26], which is an internal evaluation scheme, is considered 

here to study the performance of both the algorithms. The 

metric values obtained for the ten images are tabulated in 

Table I and its statistical study are given in Table II. 

 

 

5.1 Discussion 
From fig. 4, one can observe that clustering variations remain 

minor though the neighborhood connectivity varies. However, 

the DB index shows considerable variation between different 

neighborhood connectivity. For instance, for image 1, the DB 

– index of probabilistic D – clustering under 4-connected 

neighborhood is 1.08, whereas it has increased to 1.13 under 

4-connected diagonal neighborhood. It is a 4% increase from 

the 4-connected neighborhood. 

Similarly, the DB-index of the 4-connected diagonal 

neighborhood exhibited a 2% increase over the 8-connected 

neighborhood with respect to it. The relative performance 

between the probabilistic D – clustering and the K-means 

clustering given in Table I shows that the probabilistic D – 

clustering outperforms K-means clustering. This has also been 

ensured by Table II through the statistical analysis in which 

mean, median, best, worst and standard deviation metrics 

have been given. The mean clustering performance exhibited 

by probabilistic D – clustering is 13.8% 












 100

81.0

69.081.0
 more than the K-means clustering 

algorithm under 4-connected neighborhood. 

 

Table 1. Probabilistic D- clustering versus K-means clustering based on DB-index obtained for different neighborhood 

connectivity 

Images 4 – connected neighborhood 4 – connected diagonal 

neighborhood 

8 – connected neighborhood 

Probabilistic D – 

clustering 

K – means 

clustering 

Probabilistic D – 

clustering 

K – means 

clustering 

Probabilistic D – 

clustering 

K – means 

clustering 

1 1.0816 0.7064 1.1289 0.7567 1.1152 0.7421 

2 0.7366 0.6209 0.7634 0.6543 0.7585 0.5716 

3 0.6198 0.5665 0.6429 0.5945 0.6366 0.4912 

4 1.2007 0.8962 1.2833 0.9726 1.2627 0.9516 

5 0.8019 0.5658 0.8802 0.8941 0.8602 0.6044 

6 0.7059 0.6839 0.7595 0.7336 0.7444 0.7196 

7 0.6876 0.6139 0.8800 0.6822 0.8601 0.6000 

8 0.8235 0.6538 0.9044 0.8976 0.8824 0.6869 

9 0.8255 0.8251 0.9167 0.7149 0.8918 0.6929 

10 0.6369 0.8668 1.0269 0.9881 1.0008 0.9574 

 

Table 2. Probabilistic D- clustering versus K-means clustering based on statistical analysis of DB-index 

Statistical 

measures 

4 – connected neighborhood 4 – connected diagonal 

neighborhood 

8 – connected neighborhood 

Probabilistic D – 

clustering 

K – means 

clustering 

Probabilistic D – 

clustering 

K – means 

clustering 

Probabilistic D – 

clustering 

K – means 

clustering 

Mean 0.8120 0.6999 0.9186 0.7889 0.9013 0.7018 

Median 0.7693 0.6688 0.8923 0.7452 0.8713 0.6899 

Best 1.2007 0.8962 1.2833 0.9881 1.2627 0.9574 

Worst 0.6199 0.5658 0.6429 0.5945 0.6366 0.4912 

Standard 

deviation 

0.1898 0.1220 0.1878 0.1387 0.1841 0.1532 
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Fig 4: Clustering results from probabilistic D – clustering and K-means clustering under three neighborhood conditions 

Under 4-connected diagonal neighborhood and 8-connected 

neighborhood, the probabilistic D – clustering is 14% and 

22% better than K-means clustering, respectively. Similarly, 

the other statistical metrics like median, best and worst cases 

have also demonstrate a considerable performance dominance 

by probabilistic D – clustering. However, the standard 

deviation is relatively higher in probabilistic D – clustering, 

which is a drawback. Nevertheless, the other metrics find 

rather sensitivity and hence the deviation can be neglected 

here.   

6. CONCLUSION 
This paper proposed a probabilistic D – clustering based 

spatial clustering method for remote sensing imagery. The 

methodology was developed in MATLAB and experimental 

investigation was carried out with ten images acquired from 

“Google Maps”. DB index was used to quantify the clustering 

performance and comparison was made with the renowned K-

means clustering algorithm. The obtained results have 

demonstrated that probabilistic D – clustering algorithm have 

exhibited more than 10% higher clustering performance than 

K-means clustering algorithm. This has also been ensure 

through first order statistical functions such as mean, median, 

best and worst cases, despite the standard deviation is relative 

higher than K-means clustering. The obtained results are 

encouraging to apply probabilistic D – clustering in other 

spatial clustering applications, where data density is found to 

be high.  
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