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ABSTRACT 

In this paper a comparative analysis of K-Principle 

Component Analysis (K-PCA) and K-Nearest Neighbor (K-

NN) classifier is done for age invariant face recognition using 

Indian Face Age Database (IFAD). IFAD is a real time and 

wild in face database which can be used for face recognition 

at different variation parameters. These variations can be 

pose, illumination, occulation, and age. In this paper age 

variation is prime issue for face recognition. The IFAD 

database consists of 55 subjects. The images are not 

preprocessed. In IFAD face detection is done by Viola Jones 

face detection algorithm. It is analyze that K-NN gives high 

classification rate but take more execution time at high values 

of K components. On the other hand Euclidean distance gives 

less classification rate and less execution time at high values 

of K components. So K-NN can perform better for age 

invariant face recognition if its execution time improved in 

future. 
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1. INTRODUCTION 
Face recognition can be used for finding identity of a person, 

human computer interface (HCI) or for security purposes. 

Face has complex, multidimensional and meaning full image. 

Face recognition by human computer interface is a 

challenging task because overall configuration of face is 

similar. There are three basic steps for face recognition.  

 Face image preprocessing 

 Feature extraction 

 Face image classification 

Face image preprocessing: Due to the limited dynamic ranges 

of current imaging and display devices, images captured in 

real world scenes with high dynamic ranges usually exhibit 

poor visibility of either over exposed or shadows and low 

contrast, to cope with this problem, various image processing 

techniques have been developed. Some of those techniques 

are spatially independent methods, like gamma adjustment, 

logarithmic compression, histogram equalization (HE), and 

levels/curve methods. 

Feature extraction: Feature extraction, a special form of 

dimensionality reduction, is the process of computing a 

compact numerical representation that can be used to 

characterize a pattern. The design of descriptive feature for a 

specific application is the main challenge in building pattern 

recognition systems. 

Classification: Basic-level categorization is the most common 

entry point for classification but the basic level of 

classification is not enough information to identify faces. This 

occurs if information outside the long-term memory matches 

the information to be retrieved; the retrieval process helps in 

face recognition. 

In this proposed methodology face detection is done by Viola 

Jones (VJ). Feature extraction can be local feature based 

(mouth, eyes, nose, etc.) or global feature based (full face 

image). In proposed methodology feature extraction is done 

by PCA. Face image classification is done by Euclidean 

distance (ED) or by Nearest Neighbor (NN) classifier.   

IFAD database is used testing recognition rate. IFAD is a wild 

face database which has real time images without any 

preprocessing. IFAD provides large variation of age 

characteristic of a subject from childhood to old age. There is 

a series of phases of variation in appearance of face of an 

individual. Every subject shows variation in hairstyle, weight, 

skin texture etc. The IFAD also shows variation in 

illumination, pose, occulation, expression.  

The rest of the paper is organized as follows: in section 2 

reviews of PCA based existing techniques of face recognition 

are discussed. In Section 3 PCA algorithm is explained. 

Section 4 elaborates the proposed methodology for age 

invariant face recognition. In section 5 experimental results 

are discussed for proposed methodology for age invariant face 

recognition. Section 6 concludes the proposed methodology. 

2. REVIEW OF PCA BASED EXISTING 

TECHNIQUES OF FACE 

RECOGNITION  
PCA is a dominant technique for extracting features from 

high-dimensional data sets, which corresponds to extracting 

the eigenvectors that are associated with the largest 

eigenvalues from the input distribution. This eigenvector 

analysis has already been widely used in face processing. 

Sirovich-Kirby (1987) and Kirby-Sirovich (1990) explained 

that PCA can be used efficiently to describe geometry of the 

faces [1] [2]. They explain that from few Eigen vectors, faces 

can be reconstructed for representation. Turk and Pentland 

(1991) made use of Eigenfaces for face detection [3].  A 

kernel principal component analysis (KPCA) is a nonlinear 

extension of a PCA. In KPCA nonlinear mapping used to map 

the input space into a feature space. After that principal 

components are calculated in that feature space [4]. In 2DPCA 

2D image matrices is calculated instead of 1D vector. It is the 

advantage of 2DPCA that there is no need to transform image 

matrix into a vector prior to feature extraction [5]. When 

diagonal PCA is combined with PCA it gives more accuracy 
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as compare to PCA, 2DPCA or DiaPCA. When PCA is 

combined with some other extended form of PCA it gives 

higher recognition rate as compare to simple PCA [6]. In 

modular PCA image is divided into parts and weight vector 

are calculated for each part. These weights are more 

representative for local information of face. The modular PCA 

gives better results for variation in expression and 

illumination [7]. SubXPCA eliminates the problem of PCA by 

extracting principal components with global and local 

information [8]. A neuro fuzzy approach which is a 

combination of PCA and ANFIS perform much better than 

PCA or LDA. PCA+ANFIS also gives better results in terms 

of accuracy, sensitivity and specificity than feed forward  

neural network (FFBNN) approach [9].  

3. PCA  
PCA is one of the most successful techniques that have been 

used in image recognition and compression. PCA is a 

statistical method under the broad title of factor analysis. PCA 

is a classical and the benchmark algorithm for face 

recognition [10]. The jobs, which PCA can do, are prediction, 

redundancy removal, feature extraction, data compression, 

etc. Because PCA is a classical technique, which can do 

something in the linear domain, applications having linear 

models are suitable, such as signal processing, image 

processing, system and control theory, communications, etc. 

The main idea of using PCA for face recognition is to express 

the large 1-D vector of pixels constructed from 2-D facial 

image into the compact principle components of the feature 

space. This can be called Eigen space projection. Eigen space 

is calculated by identifying the eigenvectors of the covariance 

matrix derived from a set of facial images (vectors) [11].The 

advantage of PCA comes from its generalization ability. It 

reduces the feature space dimension by considering the 

variance of the input data. The method determines which 

projections are preferable for representing the structure of the 

input data. Those projections are selected in such a way that 

the maximum amount of information (i.e. Maximum variance) 

is obtained in the smallest number of dimensions of feature 

space [12]. 

In proposed methodology training set of Xn images of size 

32x32 are represented by vectors of size X2. Each face is 

represented by X1; X2; X3;………. ; XM. NxN matrix stores the 

feature vector. Now, this two dimensional vector is changed 

to one dimensional vector. Fig.1. shows the flow chart of PCA 

algorithm.  

Steps of PCA algorithm used in proposed methodology are 

explained below: 

Step 1: Obtain a set of pixel from an image. 

 Nd xxxf ....., 21

'                                                     (1) 

Where Nxxx ....., 21 are the pixel values of an image.  N is 

the total number of pixels in an image,  

Step 2: Compute the Mean value.  
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Set pixel from the images

Compute the mean value

Compute the covariance matrix

Compute the Eigen vector and Eigenvalues of the covariance 

matrix

Arrange eigenvector in descending order of Eigen

Eigenvector with the highest Eigen value is the Principle 

Component of the image

Reduced set of image features as principle components

Fig.1. Flow chart of PCA 

Step 3: Compute the covariance matrix. 
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Step 4: Compute the Eigen vectors e  and Eigen values  of 

the covariance matrix K . 

If K   is a square matrix, a non-zero vector  e  is an 

eigenvector of K  if there is a scalar  (Eigen value) such 

that  

Solve eKe                                                                   (4) 

Step 5: Arrange eigenvectors in descending order of Eigen 

values.  

n .......21                                                           (5) 

The eigenvector with the highest Eigen value is the principle 

component of the image. 

Step 6: PCA reduced the dimension by keeping direction e

such that T  

Step 7: Make the reduced set of image features as score 

values. 

4. PROPOSED METHODOLOGY FOR 

FACE RECOGNITION 
In the proposed methodology IFAD database is used for 

comparative analysis of KPCA and NN classifier for face 

recognition. There are 55 subjects (persons) in the IFAD. 

Each subject has different number of images.  There are in 

total 3296 images in IFAD. The IFAD is available with 

32x32, 64x64, 96x96 and 128x128 dimensions. In 32x32 

IFAD, the total number of images are 3294 out of 3296 
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images, 2 were rejected by the algorithm In IFAD 32x32 

dimension images has 1414 number of are male images and 

1882 are female images. Fig.2 shows the flow chart of 

proposed methodology. Here IFAD data set is divided into 

two parts: training and test set. The images in training set are 

different from testing set. The ratio of training and testing set 

is 7:3. From total images of IFAD, 70% images are training 

and 30% images are testing. Table 1 shows the details of 

IFAD images used in proposed methodology.  

Table 1. Details of IFAD images used in proposed 

methodology 

Number of subjects 55 

Total number of images 3296 

Number of Male images 1414 

Number of female images  1882 

Number of training images  2307 

Number of testing images 989 

 

After preparing IFAD datasets for training and testing, K -

principle components are extracted by using PCA algorithm. 

K-PCA was chosen because of its superiority in dimensional 

reduction ability. In K-PCA K components with most variant 

are selected. As most of information of a face is carried in 

components with highest variance. 
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K-PCA chosen by K feature subspace selector are given to 

classifiers. Here in proposed methodology two classifiers 

Euclidian distance  and Nearest Neighbor are used. 

 The Euclidian distance 

22 )( kk                                                       (7) 

where k  is a vector describing the kth face class. The face 

classes k  are considered by averaging the consequences of 

the Eigen Face representation over a small number of face 

images (as few as one) of each being. A face is confidential as 

“unknown”, and optionally used to produce a new face class. 

In face recognition, the Nearest Neighbors (NN) is a non-

parametric method used for classification and regression. In 

both cases, the input consists of the k closest training samples 

in the feature space. It is also called k-NN. The output 

depends on whether k-NN is used for classification or 

regression. In k-NN classification, the output is a class 

membership. An object is classified by a majority vote of its 

neighbors, with the object being assigned to the class most 

common among its k nearest neighbors (k is a 

positive integer, typically small). If k = 1, then the object is 

simply assigned to the class of that single nearest neighbor. 

In k-NN regression, the output is the property value for the 

object. This value is the average of the values of its k nearest 

neighbors. 

The test set images follow the same steps as training set 

images shown in flow chart of fig.2. Classifier evaluator 

compares the test image with training set images and best 

match gives the classification rate. 

IFAD Dataset

X3

X2

X1
Xm

Xm-1

Xm-2

PCA Feature 

Transformation

Train/Test

K Feature Subspace 

Selection

Classifier

Euclidian/Nearest 

Neighbors 

Training Set

Classifier 

Evaluator 
Test Set

Classification Rate

 Fig.2.Flow chart of proposed methodology for face 

recognition using IFAD 

5. EXPERIMENTAL RESULTS AND 

DISCUSSIONS 
In proposed methodology for age invariant face recognition 

the selection of K component is done very carefully. At low 

value of K, the classification rate is very low. But as K 

increases the classification rate improves as shown in table 2. 

Table 2. Classification rate of K-PCA and K-NN at 

different values of K components 

Components Classification rate (%) 

K K-PCA 

(Euclidean 

K-NN 

https://en.wikipedia.org/wiki/Pattern_recognition
https://en.wikipedia.org/wiki/Non-parametric_statistics
https://en.wikipedia.org/wiki/Non-parametric_statistics
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Feature_space
https://en.wikipedia.org/wiki/Integer
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Distance) 

10 0.066 0.066 

20 0.089 0.089 

30 0.1123 0.1123 

50 0.2144 0.2144 

100 0.24 0.2625 

200 0.4667 0.6875 

300 0.4417 0.7333 

 

As seen from the table, the classification rate of K-PCA and 

K-NN is same for K=10, 20, 30, 50. But after K=100, there is 

variation in classification rate of both classifiers. At k=200 K-

PCA gives 0.4667% classification rate and K-NN gives 

0.6875%  classification rate which is much higher than K-

PCA. When value of K is chosen as 300, classification rate of 

K-PCA fall down but increases in K-NN. 

 For K=100 the maximum recognition achieved by Euclidian 

Distance was 24% and for K-NN it is 26.25% as shown in 

fig.3. The mean classification rate for Euclidian Distance is 

19.49% and standard deviation is 3.34%. The mean 

classification rate for K-NN is 21.95% and standard deviation 

is 3.67%. As seen at K=100 the recognition rate is only 

26.25% by K-NN is very low. From this value it can be 

concluded that for high classification rate K can be improved. 

 

Fig.3 Classification rate at K=100 

In Fig.4 for K=200 the maximum recognition achieved by 

Euclidian Distance was 46.67% and for K-NN it is 68.75%. 

The mean classification rate for Euclidian Distance is 40.64% 

and standard deviation is 3.6. The mean classification rate for 

K-NN is 62.11% and standard deviation is 2.1%. As seen at 

K=200 the recognition rate is only 62.11% by NN is very low. 

It can noted from the fig.4 that K-NN based method has low 

standard deviation and tends to give exact results without so 

much error.  

 

Fig.4 Classification rate at K=200 

Fig.7. For K=300 the maximum recognition achieved by 

Euclidian Distance was 44.17% and for K-NN it is 73.33% 

The mean classification rate for Euclidian Distance is 40.43% 

and standard deviation is 3.3%. The mean classification rate 

for K-NN is 72.09% and standard deviation is 1.54% As seen 

at K=300 the recognition rate is only 73.33% by K-NN is very 

low. From this value it can be concluded that for high 

classification rate K can be improved. 

  

Fig.5 Classification rate at K=300 

Fig.7 shows the execution time K-PCA and K-NN at different 

values of K. It is seen that as value of K components increases 

the execution time increases rapidly. Execution time of K-

PCA is less as compare to K-NN. K-NN classifier gives more 

accuracy as compare to K-PCA but it is slower. 

 

Fig.6 Execution time at different values of K  

Fig.7 shows the Error Rate for IFAD using K-PCA with K-

NN at different values of K. Error Rate stabilizes at around 

k=230 and minimum error at K=211.  
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Fig.7 Overall error rate for IFAD using KPCA and NN 

6. CONCLUSION AND FUTURE SCOPE 
This paper presents the comparative study of K-PCA and K-

NN for age invariant face recognition on IFDA data face. It is 

seen that k-principle components are chosen very carefully. 

At k=100 it gives both classifiers gives less classification rate 

but as value of k increased up to 300, it give high 

classification rate. Euclidean distance gives 44.17% and k-NN 

gives 73.33% which is quite good for IFAD database. But 

execution time k-NN is high. So it is concluded that K-NN out 

perform as compare to Euclidean distance. In future K-PCA 

and k-NN can be improved for fast response. Age estimation 

based on these classifiers can be done in future work. 
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