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ABSTRACT 
Detecting outliers has attracted the attention of researchers 
ever since it was found useful to uncover latent, unexpected, 
interested and previously unknown knowledge. There are 
many real world utilities of outlier detection such as change 
monitoring, rare event discovery, fraud detection, and event 
change detection, alarm systems, revealing trend occurrences 
and finding strange patterns. Time series analysis can help 
detect outliers and discover knowhow for efficient decision 
making. Outlier detection mechanisms that came into 
existence dealt with plethora of problems. In this paper, our 
focus is on analyzing strange behaviours in activities of daily 
living. We proposed two approaches towards adult daily life 
analysis. Both are data mining approaches that extract 
knowledge from underlying dataset. Top-K probabilistic 
analysis and outlier detection are the two mechanisms used to 
analyze adult life. The top-k analysis brings about the 
prevalent behavioural dynamics in adult life while the outlier 
detection throws light into observations that are peculiar and 
do not match with other observations. We used a time series 
dataset named Activities of Daily Living (ADLs) collected 
from UCI machine learning repository. We built a prototype 
to demonstrate the proof of concept. The empirical results are 
encouraging.  
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1. INTRODUCTION 
Detecting outliers is an important activity in data mining. 
Outlier is some item in a dataset which is very distant from 
other items [1]. In other words it is an observation which is far 
distant and peculiar or strange or abnormal when compared 
with other observations. Outlier detection has plethora of real 
world applications. They include change detection, studying 
abnormal behaviours, rare event discovery, fraud detection, 
event change detection, alarm systems, revealing trend 
occurrences and so on [5], [6]. The list is not exhaustive as 
outlier detection can be used in every domain to discover 
knowledge that can help in making well informed decisions.   

Many research papers came into existence in exploring outlier 
detection mechanisms. Rasheed and Alhaji [27] proposed a 
framework that can detect periodic outlier patterns in time 
series data. Nouira and Trabelsi [23] proposed a mechanism 
that can detect outliers in intensive care data. Principal 
Component Analysis is used for outlier detection in [19]. 
Different approaches were explored in [17], [18], [20], [21], 
and [22] towards analyzing the benefits of outlier detection in 
the real world. DBSCAN and many other data mining 
approaches were explored in the literature. More details are 
provided in related works section.  

Our contributions in this paper are as follows. We proposed 
an algorithm for top-k queries that will bring about hidden 
knowhow on underlying datasets. The algorithm provides top-
k patterns. We also proposed outlier detection algorithm that 
throws light into the observations that are abnormally distant 
from other similar observations. Activities of daily living 
dataset from UCI [34] are considered for experiments. We 
built a prototype that demonstrates the proof concept. The 
empirical results are encouraging. The remainder of the paper 
is structured as follows. Section 2 reviews relevant literature 
on related works. Section 3 presents the proposed approaches 
for adult life analysis. Section 4 presents prototype 
implementation. Section 5 throws light into experiential 
results while section 6 concludes the paper besides giving 
directions for future work.  
 

2. RELATED WORKS 
This section provides review of literature that throws light 
into previous works in the similar work. Takeuchi et al. [25] 
proposed a unified framework that has provision for outlier 
detection and also change point detection from time series 
dataset. The two stage process proposed by them combines 
both outlier detection and change point detection. The change 
point detection outcome is given as input to the outlier 
detection. Different mechanisms of outlier detection are 
explored in [30] and [32]. Nouira and Trabelsi [23] proposed 
a mechanism that can detect outliers in intensive care data. 
Gibbs sampling approach is used in order to detect outliers. 
These outliers can be used in intelligent alarm systems. Zhi-
zhong [24] explored machine learning techniques for outlier 
detection. Their solution was able to detect outliers efficiently. 
Similar to the approach explored in [25], Li et al., [25] also 
used a unified approach that contains two aspects such as 
change point detection and outlier detection. However, they 
used fuzzy approaches for performance improvement. Tang et 
al. [26] proposed a novel mechanism for detecting outliers in 
load curve data. This mechanism analyzed periodic patterns 
and used for cleaning load curve data besides detecting 
outliers.  

Rasheed and Alhaji [27] proposed a framework that can detect 
periodic outlier patterns in time series data. Suffix tree based 
algorithm is used in order to achieve this. Projective clustering 
approach for outlier detection [1], Modified Stahel Dohono 
[2] for multivariate outlier detection, outlier detection based 
on distribution of data using univariate dataset [3], detection 
of multivariate outliers on survey data [4], heart rate 
variability analysis using outlier detection [7], DBSCAN for 
exploring outlier detection [8], outlier detection on temporal 
data [9], survey of outlier detection methodologies [10], [11], 
fast outlier detection [15], structural outlier detection [14], 
applications of outlier detection and techniques [13], [16] are 
some of the researches that focused on outlier detection. 
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Geo and Tan [12] explored the conversion of outputs of 
outlier detection algorithms into probability estimates. 
Principal Component Analysis is used for outlier detection in 
[19]. Different approaches were explored in [17], [18], [20], 
[21], and [22] towards analyzing the benefits of outlier 
detection in the real world. Latent outlier detection problem is 
explored in [33] besides low precision problem. Jury based 
grading systems are explored in [31] for outlier detection. 
Snake validation and principal component analysis were 
explored in [29]. This paper explores the combination of both 
outlier detection and top-k queries for analyzing activities of 
daily living.  
 

3. PROPOED APPROACH 
In this paper we proposed and implemented a mechanism that 
combines outlier detection and also top-k queries to analyze 
activities of daily living. The activities of daily living dataset 
is taken from UCI machine learning repository [34]. It is a 
time series data which has various house hold events or the 
actions of adults in daily living captured by sensors. The 
dataset is essentially a time-series dataset which is explored in 
this paper to find outliers besides making use of top-k 
analysis. The aim of the proposed system is adult daily life 
analysis using outlier detection and top-k queries on time 
serried data.  

 
Figure 1 – Proposed algorithm 

As can be seen in Figure 1, it is evident that the algorithm 
operates on ADL dataset which is a time series dataset that 
captures adult life with respect to various household events 
and the behaviour of humans. The top-k analysis provides the 
important tuples that reflect the adult life dynamics. From the 
results, the outlier detection becomes easier as the outliers are 

nothing but abnormal observations that are very distant from 
other observations.  

 
Figure 2 – Mechanism for outlier detection 

As shown in Figure 2, it is evident that the top-k results are 
being used in the process of outlier detection. The top-k 
results are useful in order to reduce the search space and also 
speed up the outlier detection process. The mechanism used 
here finds probability and then computes score. This process 
is made iteratively every time finding average score. Finally 
the outliers are detected and the results are presented in the 
following section.  

4. EXPERIMENTS AND RESULTS 

4.1. Data Set Used for Experiments 

The dataset used for experiments in this paper is known as 
Activities of Daily Living (ADL). The dataset is time series 
dataset which is obtained from UCI machine learning 
repository [34]. The dataset contains activities of daily living 
and it reflects adult life dynamics in households. It has 2747 
instances. The data reflects adult life in two households for 35 
days. In this paper, this time-series dataset is used in order to 
detect outliers. It is also used to analyze adult life using top-k 
queries.  

 

Figure 3 – An excerpt from ADL dataset 

As shown in Figure 3, it is evident that the dataset has time 
series data set collected from UCI machine learning repository 
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[34]. This dataset is used for analyzing adult life using outlier 
detection and top-k queries.  

4.2. Prototype Implementation  
In order to explore outlier detection mechanism proposed by 
us and analyze the adult life using top-k queries, we built a 
prototype using Java platform. The proposed mechanisms are 
applied to the time-series dataset which captures adult daily 
life. The dataset contains details pertaining to various adult 
activities and the time dynamics of the same. The aim of this 
paper is to detect outliers and also analyze adult life using top-
k queries. The methodology used is described here. First of all 
the dataset is loaded into the application and then the data is 
subjected to top-k queries. The top-k queries can provide 
useful adult life dynamics. Then the results of top-k are given 
as input for outlier detection. Thus the quality of outlier 
detection gets improved. The algorithm for top-k analysis and 
the mechanism for outlier detection are applied on the chosen 
dataset.  

 

Figure 4 – Adult activities and the frequency 

As shown in Figure 4, it is evident that the algorithm produces 
top-k events and the corresponding frequencies. The results 
are intermediary results and finally the algorithm produces 
top-k results based on the event that has been selected.  

 

Figure 5 – Shows top-k results for the “Breakfast” event 

As show in Figure 5, the selected event is taken and the final 
results are produced by the algorithm. This will help analyze 
different top-k events reflected in the activities of adult life 
dataset.  

4.3. Results 
The prototype we built is used to make experiments. The top-
k analysis and outlier detection are the combined activities as 
presented in the methodology of the proposed work. Three 
different experiments are made and the results are presented 
here.  

 

Figure 6 – Results of Experiment 1 

As seen in Figure 6, the results provide the results of 
combined method that is the combination of top-k analysis 
and also outlier detection. The results reveal the dynamics of 
adult life and the events that are far from other events and that 
are treated as outliers.  

 

Figure 7 – Results of Experiment 2 

As seen in Figure 6, the results provide the results of 
combined method that is the combination of top-k analysis 
and also outlier detection. The results reveal the dynamics of 
adult life and the events that are far from other events and that 
are treated as outliers.  
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Figure 8 – Results of Experiment 1 

As seen in Figure 8, the results provide the results of 
combined method that is the combination of top-k analysis 
and also outlier detection. The results reveal the dynamics of 
adult life and the events that are far from other events and that 
are treated as outliers.  

5. CONCLUSIONS AND FUTURE WORK 
In this paper we studied the outlier detection mechanisms that 
are applied in different domains. Outlier detection has many 
advantages in real world applications including anomaly 
detection, rare event discovery, fraud detection, change 
detection and so on. Many approaches came into existence for 
detecting outliers in the data mining domain. They are used to 
solve different problems in real world applications. In this 
paper we proposed a combined approach that includes outlier 
detection and top-k analysis in order to analyze adult daily 
life. Adult daily life dataset is considered for experiments. 
The dataset is obtained from UCI machine learning 

repository. We built a prototype to demonstrate the proof of 
concept. The knowhow obtained through outlier can provide 
business intelligence that can be used to make well informed 
decisions. Experiments are made with the prototype 
application using the ADL dataset. The empirical results are 
encouraging.  
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