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ABSTRACT 

Artificial Neural Network has been popularly used for 

forecasting purposes over the past. There are some innate 

problems in neural network such as indefinite 

configuration, architecture, and learning issues, etc. To 

vanquish these problems, Generalized Neural Network 

(GNN) has been used. This paper illustrates the 

development of Quantum GA-GNN method for forecasting 

of solar photovoltaic system power output. The actual data 

has been collected from the solar system installed at the 

rooftop of the University building and processed. The 

forecasting models also developed using Artificial Neural 

Network (ANN), and the results are compared.   
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1. INTRODUCTION 
In recent years, lack of adequate transmission capacity, 

limitations in constructing new transmission lines and 

emerging electricity markets in developing countries have 

been the main driving forces behind the increased use of 

Distributed Generations (DGs), which permits small-scale 

generators to be installed at the distribution level of the 

power system close to the consumer sites [1]. Many DG 

systems employ renewable resources for electricity 

generation; therefore, help in mitigation of adverse 

environmental impacts of the fossil fuel-based centralized 

generation. Among renewable DG systems, solar Photo 

Voltaic (PV) solar systems have attracted considerable 

attention and investment in several countries. Despite its 

relatively high cost and low efficiency, the PV based energy 

generation is expected to significant progress and penetrate 

into the present power system. 

A PV cell is the fundamental unit which generates the 

voltage that varies in the range of 0.5 to 0.8 volts depending 

on cell manufacturing technology used. This voltage 

generation cannot be of much use for commercial 

applications but when we look physically in a PV system 

the module that is available commercially; which can be 

further reconnected in series and parallel to get the desired 

voltage and energy levels [1]. The  forecasting of solar PV 

system output  involves enormous factors mainly depends 

on the  knowledge about the path of sun, the weather 

conditions, operating environment,  the light scattering 

processes and the quality of solar PV modules in DG plant. 

The PV power output depends on the incoming solar energy 

into the form of light and on the solar panel characteristics. 

The Forecasted information of solar PV output is essential 

for an efficient use for the system, the management of the 

electricity grid and for solar-energy trading. The variability 

of solar power generation for consecutive four days is 

shown in Fig. 1.  This shows that the power generation is 

not constant, but it varies depending on operating 

conditions (like operating temperature, dust deposition and 

shading on solar panels, etc.).  This distributed solar power 

generation not only improves the power problems of 

developing countries, but also reduce carbon footprints, 

transmission losses and load frequency problems. This 

generation is done in two ways; namely islanding mode or 

connected with the conventional grid system. For its 

optimal usage and planning, forecasting of solar power 

generation is very important.  The solar power forecasting 

is an important factor in efficient and optimal utilization of 

storage facilities available [2, 22]. Many researchers already 

developed the forecasting models using different methods. 

These forecasting methods mainly classified based upon the 

type of data i.e. time-series data or image. The statistical 

methods which use time-series data such as ARMA, 

ARIMA models [3], neural networks [4-8], NNs combined 

with wavelets [9-12]. 

The present work deals with the solar PV output prediction 

using ANN. The simple neural approach has certain 

problems such as issues related to the selection of network 

structure /architecture, its training, and the optimal use of 

training data. To overcome some of these problem’s 

Quantum GA-GNN is proposed in this paper. The GNN 

developed earlier and used for short term electrical load 

forecasting and compared with ANN [13-16]. To improve 

the GNN training Quantum GA is used in this paper.  The 

paper is divided into five sections besides introduction (as 

section- I). The section – II deals with the collection of PV 

output data for training and testing. Section – III and IV 

present the development of ANN and quantum GA-GNN 

models for forecasting of solar PV output. Section V 

compares the forecasted outputs and discusses the results. 

Finally, the work is concluded in last section. 

2. COLLECTION OF TRAINING 

DATA 
The training data for neural network has been contrived 

after acquisition of power output of solar Panel through a 

data logger which is prepared in the Dept. of electrical 

Engineering, Faculty of Engineering, Dayalbagh 

Educational Institute (Deemed University), Agra, India. The 

power output has been recorded at every one minute, and 

the pattern is shown in the Figure 1.  This raw data is 

processed to remove unwanted sensor noise and then 

compose the training data for neural network.  
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Fig. 1. Power output of Solar Panel for six days 

The past four data is considered as input and the fifth data is 

taken as output. The training pattern is consisting of input 

vector X and output vector Y which is forecasted power 

10minutes ahead as given in equation (1).  

Input Vector X =[ x(t) x(t-T) x(t-2T) x(t-3T)]  

Output Vector Y= [x(t+T)] 

Training Pattern = [X  Y]    (1) 

3. FORECASTING MODEL USING 

ANN  
In this section, artificial neural network (ANN) model is 

developed to project the power generated by Solar 

Photovoltaic system one time unit ahead. The ANN 

considered for this work is a three-layer architecture 

(namely, input layer, two hidden layer and output layer). 

The ANN configuration is shown in Table – 1.  

Table – 1 ANN configuration 

Layer Number of Neurons 

Input 4 

Hidden - 1 22 

Hidden - 2 10 

output 1 

 All the neurons of ANN have  summation as aggregation 

function and sigmoid as  threshold function.  The inputs 

were fed into Artificial Neural Network (ANN) and its 

performance is optimized (trained)  using Levenberg – 

Marquett algorithm. This trained ANN is then used for 

forecasting the solar power output of PV system.  

Fig. 2 shows the structure of ANN and Fig. 4 represent the 

block diagram of ANN training using different learning 

algorithms such as LM or QGA.  

 

Fig.2 Network Architecture of ANN Model 

 

 

 

 

 

 

Figure: 3.Block diagram for ANN model development 

for solar forecasting 

4.  DEVELOPMENT OF QUANTUM 

GA-GNN MODEL FOR 

FORECASTING 

4.1 GNN model 
The GNN model used for solar power forecasting as 

shown in Fig. 4.  
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Fig. 4 Generalized neurons 

The following steps are involved in the training of a 

summation type generalized neuron:  

i. Forward Calculations 

Step-1 The output of the ∑1 part generalized neuron is 
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This output of generalized neuron is compared with the 

desired output to get error for the ith set of inputs:  

Error 
)( OiYiEi 

 ---------------(5)         

4.2 Quantum GA (QGA) for Training 
4.3 The development of quantum computing gives us a 

significant edge over classical computing in terms of time 

and efficiency. This is particularly useful for NP-hard 

problems such as ANN training. In QGA some of the 

features of quantum computing are implemented with the 

concepts of genetic algorithm [18-19]. The population of 

QGA is inspired by the concept of Q-bit in quantum 

computing. Q-bit is the building block of quantum 

computing [20, 21]. Q-bit can be represented in a two 

dimensional state space. A Q-bit individual is a string of m 

Q-bits, which is defined below. 
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Here αi and βi are the probability of getting 0 and 1 

respectively at position i. Also |αi|2+|βi|2=1, for i=1,2,...m.  

The Q-bit individual has the advantage that it can represent 

a linear superposition of states (binary solutions) in search 

space probabilistically. Thus, the Q-bit representation has a 

better characteristic of population diversity than other 

representations. A Q-gate is also defined as a variation 

operator of QGA to drive the individuals toward better 

solutions. The following rotation gate is used as a Q-gate in 

QGA, such as  
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where , Δфi , is a rotation angle of each Q-bit toward either 

0 or 1 state depending on its sign should be designed in 

compliance with the application problem.  

The flow chart of QGA- GNN training is shown in Fig. 5.  

5. RESULTS 
The ANN model is trained using LM – algorithm in Matlab 

ver. 7.2. The results of ANN training is shown in Figs. 6 - 

9. Also QGA-GNN is trained using quantum genetic 

algorithm. The maximum and average fitness improvements 

are shown in Fig. 10 for different generations.  Here filtered 

data is used for training and obtained good results. 

Similarly QGA-GNN also trained for non-filtered solar data 

and found that QGA-GNN still worked better. The above 

developed QGA-GNN models after training are used for 

forecasting of solar power output of PV panels and the 

results are shown in Fig. 11 and 13. The RMS error also 

shown in Table – 2.   

 

 

  
Fig. 5 Flow chart of QGA-GNN 
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Fig. 7 Variation in training parameters during LM – 

training of ANN. 

 

Fig. 8 Training Performance of ANN 

 

Fig.9 Regression plots after ANN training 

 

Fig. 10 Training Performance of QGA-GNN 

 

Fig. 11 Solar PV output forecasting using Quantum GA-

GNN and ANN 

 

Fig. 12 QGA-GNN Training performance (Fitness))  for 

non-filtered mix data of 27 Feb and 23 Sept.2015 

 

Fig. 13 QGA-GNN Training performance (prediction))  

for non-filtered mix data of 27 Feb and 23 Sept. 2015 

Table – 2 Performance comparison 

Models Filtered data Non-filtered data 

ANN QGA-

GNN 

ANN QGA-

GNN 

Training 

performance 

(rms error) 

0.000134 0.0001 0.00234 0.0005 

Testing 

performance 

(rms error) 

0.007 0.005 0.014 0.006 
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6. CONCLUSION 
The paper illustrates two forecasting models which are 

developed using artificial neural network (ANN)  and 

Quantum based Genetic Algorith – Generalized Neural 

Netowrk (QGA-GNN) approaches for forecasting of the 

power output of solar PV system.  The 'tansig', 'tansig', 

'purelin' functions are used at two hidden and one output 

layers respectively in the feed forward neural network to 

develop ANN model. The LM- training is used for ANN 

forecasting model. Similarly, QGA-GNN model has been 

developed with single higher order neuron, trained and 

tested for the same data as used in ANN. The results are 

compared and the performance of QGA-GNN found better 

in terms of training and testing. Although, it is difficult to 

train the network for non-filter data as shown in results.  
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