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ABSTRACT 
This paper presents design of a cache controller for 4-way set 

associative cache memory and analyzing the performance in 

terms of cache hit verses miss rates. An FSM based cache 

controller has been designed for a 4-way set-associative cache 

memory of 1K byte with block size of 16 bytes. Main memory 

of 4K byte has been considered. The synthesis has been 

performed using Xilinx Synthesis Tool (XST) with Virtex-6 

FPGA device XC6VLX240T. ISim simulator is used for 

functional verification of the designed code.The maximum 

output required time i.e. hold-time after clock is 0.777ns and 

minimum input time before clock arrival i.e. setup-time for 

designed module is 1.66ns. The maximum clock frequency is 

257.202MHz.The design has also been synthesized in 

Cadence RTL Compiler tool. Finally, ASIC implementation 

of the designed cache controller has been done in Cadence 

Encounter Digital Implementation tool and the GDSII file has 

been generated.The designed cache controller consumes 

5.53mW of total power. 

Keywords 
Cache Memory, Main Memory, Set-Associative Cache 

Design, Cache Controller. 

1. INTRODUCTION 
The data processing capabilities of a processor (also at times 

termed as processor speed) have been increased at a much 

faster rate when compared to the memoryperformance or 

speed in recent years [1]. This trend can be analyzed by 

looking at the time toperformance graphshown as Moore’s 

law effect in figure 1. In this new generation, the processors 

are having very large main memory access latency and it has 

been predicted that it will be increased further [2]. 

 

Fig.1: Memory speed lags behind CPU speed [1] 

2. CACHE MEMORY  
Cache memory is closest to the processor and fastest of all 

other memories. It is used to store the instructions or data 

which are frequently required by the processor. It has the 

highest level in the memory hierarchy. Whenever there is any 

request from the processor to read or write, cache memory is 

referenced first. While designing the cache, a lot of attention 

has to be paid to implement the best configuration as it affects 

the processor performance. The cache has to be designed such 

that the data required by the processor should be readily 

available in it. The time required to access cache should be 

minimum as well. While designing the cache, few steps have 

to be followed as shown in figure 2. 

 

Fig.2: Cache design steps 

2.1 Architecture of Cache Memory 
The architecture of the cache memory designed is shown in 

figure 3. The cache memory of 1Kbyte i.e. 1024 bytes have 

been designed. It is a four-way set associative cache with 

block size of 16 bytes. There are 16 sets for each way. The 

address line coming from the processor is of 12 bits. Out of 

these 12 bits, bits 0 to 3 are called block offset bits as these 

are required to identify one byte out of 16 bytes of the cache 

block. The bits 4 to 7 are called index bits and these are used 

to select one set out of the 16 sets. The remaining four bits are 

known as tag bits which are used to identify the particular 

location in the cache which is to be accessed by the processor. 
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Fig. 3: Architecture of 4-way set-associative cache memory 

 

It has two inputs, one from the processor and other from the 

main memory. Input from the processor consists of 8 bit data 

while the input from the main memory consists of 128 bit 

data. There is one 8-bit output data line which provides data to 

the processor as well as the main memory. 

2.2 Write Operation of Cache Memory 
During write operation, if there is a hit from any way, then the 

set corresponding to that particular way will be selected with 

the help of index bits e.g. if the index bits of the 12 bit address 

line is 0000, set number 0 will be selected. If it is a miss, the 

way will be selected randomly by using a counter as the 

replacement method. Also as the line size of cache is 16 bytes, 

where to write in the cache is obtained with the help of block 

offset bits e.g. if the block offset is 0001, the data would be 

written to the location of second byte from the right. 

2.3 Read Operation of Cache Memory  
While reading the cache all the four ways will be enabled. The 

set, from where the data has to be read, is selected, with the 

help of index bits extracted from the address bits coming from 

the processor. The byte which has to be read is selected with 

the help of block offset bits. Tags present in each way will be 

compared with the tag bits of the address coming from the 

processor. Comparator is used for comparing the tag. If the 

same tag is present in any way of the cache, it is ahit. The data 

will be fetched from the location corresponding to that 

particular tag and will be provided to the processor. If the tag 

is not presentin the cache, it is a miss and the data has to be 

brought from the main memory. 

3. MAIN MEMORY 
It is the memory where the data or instruction is actually 

present. It has lowest level in the memory hierarchy. The data 

has to be brought into the cache from the main memory as and 

when required by the processor.  

3.1 Architecture of Main Memory 
The main memory of 4K byte i.e. 4096 bytes have been 

designed to check the functionality of cache controller. Each 

location of main memory consists of 1byte i.e. 8 bits. Hence, 

there are total 4096 locations in the main memory in each 

location of memory is accessed by a 12 bit address line. There 

are two separate data lines for input and output. The input data 

line is of 8 bits where as the output data line is of 128 bits. 

The requirement of 128 bit data line for output will be 

described in the operation. The data has been arranged in the 

main memory as shown in figure 4. 

 

Fig.4: Main memory architecture 

3.2 Operation of main memory 
The architecture of main memory is simple as compared to 

cache memory. Whenever there is a miss in the cache during 

read operation the address coming from the processor will be 

forwarded to the main memory with the help of cache 

controller. After the address arrives, the whole block of data 

consisting of 128 bits will be forwarded to the cache. This 128 

bits data not only consists of the required data by the 

processor, but the neighboring data is also provided to the 

cache keeping in view the property of locality of the cache. In 

case of write operation, if there is a hit in cache, the data will 

be written to the cache as well as main memory by write 

through policy. If there is a miss, the data will be written 

directly to the main memory.  

4. CACHE CONTROLLER 
Cache controller is a device which is used to control the 

transfer of data between the processor, main memory and the 

cache memory. When the processor wants to access any 

location in the main memory by sending the address, cache 

controller will check for that location in the cache. If the 
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location is there in the cache, the data will be provided to the 

processor. If the location is not present in the cache, the cache 

controller will fetch the data from the main memory and 

update the cache and provide the data to the processor. 

4.1 Architecture of Cache Controller 
The cache controller designed here consists of four operations 

i.e. fetching address from the processor, read cache and main 

memory, write main memory and cache and providing the 

required data to the processor. All these operations are 

implemented using a Finite State Machine. Figure 5 shows the 

state diagram for the designed cache controller. 

4.2 Working of Cache Controller 
The cache controller designed here consists of 8 states as 

shown in figure 5. Description of each state is as follows: 

1. Reset: It is the initial state of the cache controller. In this 

state, all the enable inputs to cache as well as main 

memory are set to zero. All the controlling output from 

the cache controller will be reset. No operation is 

performed in this state. 

2. Request from Processor: Whenever there is any request 

from the processor to access the memory, cache 

controller will check whether it is a read request or write 

request. Depending upon the request, the controller will 

jump to the desired state. 

 

 

 

3. Read Cache: If there is a read request, the cache 

controller will jump to this state. In this state the cache 

controller will check whether the data is present in cache 

or not. If data is present in the cache, then the data will 

be provided to the processor. In case the data is not 

present in the cache, the cache controller will jump to the 

next state i.e. read main memory. 

4. Read Main Memory: If there is a miss during read 

operation, the cache controller will jump to this state. In 

this state, the cache controller will fetch data from the 

main memory and jump to the next state i.e. bring data 

from main memory to cache. 

5. Provide data to the processor: In this state, the cache 

controller will provide the required data to the processor 

from the cache memory.  

6. Write Cache: The cache controller will jump to this 

state whenever there is a write request from the memory 

and the required location is available in cache i.e. write 

hit. In this state, the data will be written in the cache. 

After writing data in cache, Cache controller will jump to 

next state i.e. write to main memory. 

7. Write to Main Memory: Cache controller will jump to 

this state in two cases i.e. when there is write hit or when 

there is write miss in cache. In case of write hit, the 

controller will jump to this state after writing the data 

into cache as the main memory have to be updated using 

write through policy. In cache of write miss, the data will 

be directly written to the main memory without affecting 

the cache. 

 

Fig.  5: State Diagram for the cache controller 
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5. RESULTS AND DISCUSSIONS 
All the modules designed for this paper have been simulated 

to check whether they are performing as required. After 

simulation, the whole design has been synthesized to obtain 

its timing summary, device utilization summary, area report 

and power report. This section presents the tools used, the 

simulation results and wave forms of all modules designed to 

show the working of cache controller. Design has been 

simulated and synthesized using ISE Design Suite. The design 

has also been synthesized using Cadence RTL Compiler. 

ASIC implementation of the design has been done in Cadence 

Encounter Digital Implementation tool. 

5.1 Testing the Main Memory 
The main memory is tested to check whether it is performing 

as desired. It is tested for read and write operation. 

5.1.1 Simulation waveform of main memory for 

read operation 
The main memory has been enabled to read data from it as 

mm_we is 0 and mm_re is 1as shown in figure 6 and 7 

respectively. Also en_BRAM has to be kept 1 in order to 

perform any read or write operation in main memory. The 

main memory will be referred for read only when there is a 

miss in the cache. So, not only the data required by the 

processor will be read but the whole block will be sent to the 

cache keeping in view the property of spatial locality. The 

required data will be then sent to the processor by the cache 

controller. In figure 6, the requested address is 0x001, the 

whole block corresponding to addresses 0x000 to 0x00f will 

be output of the cache and the required data i.e. 0x29will be 

sent to the processor.. 

 

Fig. 6: Simulation waveform for reading from main 

memory location 0x001 

In figure 7, the requested address is 0x020, so the whole block 

corresponding to the addresses 0x020 to 0x02f will be 

transferred to the cache. Also the ready signal will be set to 1, 

when the whole block is transferred during read operation 

from the main memory. This ready signal is to inform the 

cache that the data has arrived from the main memory. Along 

with the data, the tag corresponding to the particular location 

will also be sent to be updated in the cache memory. 

 

Fig. 7: Simulation waveform for reading from main 

memory location 0x020 

5.1.2 Simulation waveform of main memory for 

write operation 

 

Fig.8: Simulation waveform for writing to main memory 

location 0xfff 

In figure 8, it is a write request as mm_re is 0 and mm_we is 1. 

The data have to be written in the main memory 

locationcorresponding to address 0xfff. Here, the data to be 

written is 0x75. 

5.2 Testing the Cache Memory 
The cache memory is tested for its read and write 

operationduring hit or miss. 

5.2.1 Simulation waveform of cache data memory 

for write hit  
During write operation, the cache will be checked for hit or 

miss by comparing the tags present in the cache with the tag 

bits of the incoming address. If the tag is present, it is a hit 

and the data coming from the processor is written to the 

cache. 
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Fig. 9: Simulation waveform for writing to cache memory 

for write hit 

Figure 9 shows the simulation results when it is a write hit. 

The address from the processor after being divided into three 

fields i.e. tag, index and block offset by the cachewill be 0. 

These are the control signals provided by the cache 

controller.If it is a write request and the requested address 

where the processor wants to write is not present in the cache, 

then it is a write miss. In case of write miss, the data will be 

directly written to the main memory without affecting the 

cache. 

5.2.2 Simulation waveform of cache data memory 

for read hit 
When there is a read hit i.e. the address requested by the 

processor is present in cache, the required data corresponding 

to the requested address will be provided at the output as 

shown in figure 10. Here the requested data is 0xd0. Also, we 

see that during read hit cdm_re will be 1, cdm_we will be 0 

and mem_ready will be 0. 

 

Fig.10: Simulation waveform of cache memory for read 

hit 

5.2.3 Simulation waveform of cache data memory 

for read miss 
If it is a read miss, first the data will be brought from the main 

memory to the cache and then it will be sent to the processor. 

While bringing the data from the main memory cdm_we will 

be 1, cdm_re will be 0 and mem_ready will be 1 and while 

sending the data to the processor cdm_we will be 0, cdm_re 

will be 1 and mem_ready will be 0. The whole block which 

consists of 128 bits will be copied to the cache as shown in 

figure 11. Here, the requested data is 0x58. 

 

Fig.11: Simulation waveform of cache memory for read 

miss 

5.3 Testing the Cache Controller 
The cache controller has been tested for its function of 

transferring data among processor, cache memory and main 

memory during hit or miss in cache. 

5.3.1 Simulation waveform of cache controller for 

read miss 

Figure 12 shows the simulation waveform for the cache 

controller designed using a finite state machine. As 

Readbar_write is 0, it is a read operation. The incoming 

address i.e. cpu_Address is divided into three fields i.e. 

calc_tag, index and block_offset. As the requested address is 

not present in the cache, tag_hit is 0. So, the controller goes 

through different states as shown in figure 12 and the data is 

fetched from the main memory and provided to the 

processor.During cache miss, the whole block of data is 

copied from main memory to cache. It takes 9 clock cycles to 

perform read operation whenever there is a miss. Here, the 

requested data is 0x87. 
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Fig.12: Simulation waveform of cache controller for read 

miss 

5.3.2 Simulation waveform of cache controller for 

read hit 
Figure 13 shows the simulation waveform of cache controller 

during read hit. The address requested by the processor is 

present in the cache as tag_hit is 1. So, the data will be 

fetched from the cache memory by the cache controller 

andprovided to the processor. The controller go through 

different states as shown in figure 13 and it takes 4 clock 

cycles to perform read operation when there is a hit. Here, the 

requested data is 0x16. 

 

Fig.13: Simulation waveform of cache controller for read 

hit 

5.3.3 Simulation waveform of cache controller for 

write miss 
When there is a miss during write request, the data will be 

directly written to the main memorywithout affecting the 

cache. It will take 3 clock cycles to perform this operation and 

the states are as shown infigure 14. The data written to the 

main memory is 0x3f. 

 

Fig.14: Simulation waveform of cache controller for write 

miss 

5.3.4 Simulation waveform of cache controller for 

write hit 
When there is a hit during write request, the data will be 

written to the cache at the requested address. It will take 2 

clock cycles to perform this operation as shown in figure 15. 

The data will also be copied to the main memory in the next 

cycle using write through policy. The data written to the cache 

is 0xd4. 

 

Fig.15: Simulation waveform of cache controller for write 

hit 

5.3.5 Simulation waveform of hit verses miss 

count 
Figure 16 and figure 17 shows the parts of simulation 

performed to get number of hit verses miss counts 

ofinstruction cache when a series of operations have been 

performed and the instructions are fetched from the cache 

memory. mem_Address is the address of the main memory 

from which data to be operated is fetched. mem_Address1 is 

the address of the main memory from where instructions are 

fetched. 0x070 is the address of the first instruction in the 

main memory. The address is incremented or changed 

depending upon the instruction or opcode present in the 

memory until all the operations have been performed. 
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Fig.16: Waveform showing different instructions used to 

check hit verses miss count 

This address is first checked in cache. If it is present than the 

instruction present in that particular location will be fetched 

and will be executed. If the address is not available in cache, 

then it will be fetched from main memory and also copied 

tothe cache memory. The data present in location 0x010 is 

copied to a register named Data and the operations are 

performed on it. 

 

Fig. 17: Simulation waveform showing number of hits and 

misses in instruction cache 

Figure 17 shows the simulation waveform, when all the 

operations have been performed. It shows that the number of 

hits and misses in cache after completing the operations are 19 

and 6 respectively. From the simulation results it has been 

noticed that most of the miss were due to jump and call 

instructions. 

5.4 Synthesizing and Implementing the 

Design 
The design has been synthesized using Xilinx Synthesis Tool 

(XST). Table 1 shows the device utilization summary of cache 

controller designed. The development board that has been 

targeted is Virtex-6 ML605 evaluation board.  

Table 1: Device utilization summary of the designed cache 

controller 

 

It shows number of logics available which includes number of 

Slice Registers, number of slice LUTs, number used as logic, 

number used as memory, number of bonded IOBs and number 

of Block RAM. It has been shown that the logic utilization is 

2%, 14%, 13%, 2%, 5%, and 3% respectively. 

Table 2 shows the timing summary of the cache controller 

designed. 

Table 2:Timing summary of the designed cache controller 

 

The design has also been synthesized in Cadence RTL 

Compiler. Area and power report have been shown in table 3 

and 4 respectively. 

Table 3:Area report of the complete design 

 

Table 4:Power report of the complete design 

 

6. CONCLUSION 
A Cache Controller has been designed for a 4-way set-

associative cache memory using Xilinx ISE 14.6 Design Suite 

in Verilog HDL and it has been found to work successfully 

with given inputs. In this design, the main memory of 4K byte 

has been considered. Along with this, a 4-way set-associative 

cache memory of 1K byte has been designed to check the 

functionality of the designed cache controller. A test module 

has also been designed which consists of some instructions to 

be fetched from the instruction cache. It shows that there were 

total 19 hits and 6 misses to do a series of operations. It could 

be seen that most of the misses were due to call and jump 

instructions.The design has been implemented on Virtex-6 

ML605 evaluation board. From the synthesis report, it could 

be seen that the maximum output required time i.e. hold-time 

after clock is 0.777ns and minimum input time before clock 
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arrival i.e. setup-time for designed module is 1.66ns. The 

maximum clock frequency is 257.202MHz.The device 

utilization summary showed that minimum resources were 

consumed.Finally, the ASIC implementation of Cache 

Controller along with other modules has been done on 

Cadence Encounter Digital Implementation tool and the 

GDSII file has been generated. The designed cache controller 

consumes 5.53mW of total power.  
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