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ABSTRACT 
Optimization is an important and critical step in the data 

mining process and it has a huge impact on the success of a 

data mining process. Selecting a set of feature which is 

optimal for a given task is a problem which plays an 

important role in a wide variety of context including pattern 

recognition, adaptive control and machine learning 

Clusters are formed of the reduced dataset using Swarm 

Intelligence Technique algorithms i.e. Particle Swarm 

Optimization(PSO),Ant Colony Optimization(ACO),Cluster 

Hypothesis is verified which is the intra cluster distance 

should be minimum and inter cluster distance should be 

maximum. Most relevant documents are stored i+n the 

clusters 

An Information Retrieval System is used for retrieval of data 

from the clusters. When user enters a query from a Graphical 

User Interface, using Information Retrieval algorithm the 

document is searched and retrieved from the clusters. It is 

then given as an output to the user 
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1. INTRODUCTION 
For the complex data sets there is a problem in retrieval the 

necessary information from particular records. As the 

original datasets are multidimensional in nature, so for 

retrieving the particular information, datasets need to be 

multidimensionality reduced. 

Hence, for these there are different optimization techniques 

or algorithms , and with the help of those algorithms the 

datasets are first reduced and then that datasets are provided 

as an input to the algorithms i.e Particle Swarm 

Optimization, Ant Colony Optimization and Then clusters 

are obtain for information retrieval system[1]. 

Evolutionary algorithms technique: 

 Swam Intelligence(SI) 

Swarm Intelligence algorithms are - 

 Particle Swarm Optimization(PSO) 

 Ant Colony Optimization(ACO) 

Using all these algorithms and with the help of comparison 

between these algorithms there is a retrieval of information 

from the particular data sets, and as well as development of 

IR system also takes place. 

2. MODULES 
Module 1(Study and Preparation of Dataset): 

Input Dataset is required for optimization of IR using 

Evolutionary Algorithm. Here Instead of applying already 

available dataset for System , preparing new dataset in this 

module. 

Module 2 (Comparison of Swarm Intelligence Technique 

algorithms)  

Comparison of Swarm intelligence techniques algorithms 

based on computation time, reduction of dataset using 

optimization. 

Algorithms: 

 Particle Swarm Optimization 

 

 Ant Colony optimization 

 

Module  3 ( Formation of Cluster )  

Best Algorithm between these four Algorithms are selected 

and clusters are form for this technique. Best algorithm is 

identified on the basis of their performance and accuracy, 

efficiency, time complexity. 

Algorithms: 

 Particle Swarm Optimization 

 

 Ant Colony Optimization 
 
Module  4 ( Information Retrieval )  

Clusters obtain for the Best algorithm are used for 

information retrieval from system .There are many 

applications of IR so any kind of information may retrieve 

from the system .information retrieval is based on the input 

given to that System(Input Dataset). 
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3. SYSTEM  ARCHITECTURE 

 

Figure.1: System Architecture 

4. ALGORITHMS 

4.1 Particle  Swarm Optimization(PSO) 
Particle Swarm Optimization (PSO) is a global optimization 

algorithm for dealing with problems in which a best solution 

can be represented as a point or surface in an n-dimensional 

space. Hypotheses are plotted in this space and seeded with 

an initial velocity, as well as a communication channel 

between the particles. Particles then move through the 

solution space, and are evaluated according to some fitness 

criterion after each timestep. Over time, particles are 

accelerated towards those particles within their 

communication grouping which have better fitness values. 

The main advantage of such an approach over other global 

minimization strategies such as simulated annealing is that 

the large number of members that make up the particle 

swarm make the technique impressively resilient to the 

problem of local minima[1]. 

 

 

Figure.2: Particle Swarm Optimization 

 

 

 

 
   Algorithm: Pseudo code for PSO: 

 
1. Initialize all particles. 

2. Calculate fitness value of each particle 

3. If the fitness value is better than the best fitness    

value 

              (pBest),then Set pBest = current fitness value 

4. If pBest is better than gBest, 

              Set gBest = pBest 

5. Calculate particle Velocity 

              Use gBest and Velocity to update particle Data 

 

 

4.2 Ant  Colony Optimization(ACO): 
Ant colony optimization (ACO), introduced by Dorigo in his 

doctoral dissertation, is a class of optimization algorithms 

modeled on the actions of an ant colony. ACO is a 

probabilistic technique useful in problems that deal with 

finding better paths through graphs. Artificial 'ants' simulation 

agents locate optimal solutions by moving through a 

parameter space representing all possible solutions. Natural 

ants lay down pheromones directing each other to resources 

while exploring their environment. The simulated 'ants' 

similarly record their positions and the quality of their 

solutions, so that in later simulation iterations more ants 

locate better solutions[1]. 

 

Figure.3: Ant Colony System 

Scheme: 

1. Construct ant solutions 

2. Define attractiveness τ, based on experience from solution 

3.Define specific visibility function, η, for a give  problem   

  (e.g. distance) 

Ant walk 

1.Initialize ants and nodes (states) 

2.Choose  next edge probabilistically according to  

   attractiveness and visibility 

3. Each ant maintains a taboo  list of infeasible transitions 

    for that iteration 

4. Update attractiveness of an edge according to the number  

    of ants that pass through 

5.Pheromone update Parameter is called evaporation rate 

6.Pheromones = long-term memory of an ant colony 

https://en.wikipedia.org/wiki/Particle_swarm_optimization
https://en.wikipedia.org/wiki/Global_optimization
https://en.wikipedia.org/wiki/Velocity
https://en.wikipedia.org/wiki/Fitness_(biology)
https://en.wikipedia.org/wiki/Simulated_annealing
https://en.wikipedia.org/wiki/Ant_colony_optimization
https://en.wikipedia.org/wiki/Optimization_(mathematics)
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Ant_colony
https://en.wikipedia.org/wiki/Probabilistic_algorithm
https://en.wikipedia.org/wiki/Parameter_space
https://en.wikipedia.org/wiki/Pheromone
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    ρ small  low      evaporation       slow adaptation 

    ρ large       high evaporation       fast adaptation 

“new pheromone” or  Δτ usually contains the base 

 attractiveness constant Q and a factor that you want 

 to optimize  

 
Algorithm: General Ant Colony Pseudo Code 

 
Initialize the base attractiveness, τ, and visibility, η, for each 

edge; 

for i < IterationMax do: 

for each ant do: 

choose probabilistically (based on previous 

equation)the next state to move into; 

add that move to the tabu list for each ant; 

repeat until each ant completed a solution; 

end 

for each ant that completed a solution do: 

update attractiveness τ for each edge that the ant 

traversed; 

end; 

if (local best solution better than global solution ) 

save local best solution as global solution; 

end; 

end; 

                            

5. EXPERIMENTAL RESULTS 

5.1 Study and Preparation of Dataset 
Textual dataset is necessary for the comparison of  

Algorithms following dataset is sound track dataset and it 

contains list of 200 songtracks. 

 

 

Figure.4: Dataset 

5.2 Ant Colony Optimization (ACO) 
Ant Colony Optimization algorithm is executed 

successfully.Soundtrack dataset is given as input to this 

algorithm.output of this algorithm is as follows (Figure.5): 

Output shows time required to travel dataset and path of the 

dataset, which follow by each ant.  initialize 5 ants then for 

each ant, algorithm calculate best length of path and required 

time. out of that 5 paths ,best trail is identified. 

Then weight matrix for dataset is shown in (Figure.5).after 

that length of best trail is found and time required for best 

trail. 

 

 

Figure.5: Ant Colony Optimization Output 

5.3 Particle Swarm Optimization(PSO) 
Particle Swarm Optimization is executed Successfully. 

Input to the algorithm is Dataset and output is various  

functions of particle swarm optimization. out of this five    

functions ,function which give best result that only used for 

further  implementation of algorithm. 

    1.Hole Function 

    2.Peak function 

    3.Sphere Function 

    4.Step Function 

5.3.1 Hole Function 
In hole function, PSO considered or arrange all the particle in 

X and Y coordinates axis according to their target (gbest) 

values. each particle which arrange in x and y  coordinate 

will moved towards the target value. it covered in 31 

iteration according to their no of particle. In above yellow 

circle denotes the no of particle which moved towards the 

red target value according to their x and y coordinates. 

 

Figure.6.1 : Hole Function 

 

Figure.6.2 : Hole Function 
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5.3.2 Peak function 
Peak Function Centre will stand out as a leader in function 

venue design.  

Peak function of particle will collect the other particles  

behaviour. Target value set center of x and y coordinates. All 

the particles moved toward their according to their behaviour 

and velocity of particle.  

                        

                            Figure.7 : Peak Function 

5.3.3 Sphere Function 
Sphere function of particle located all the function are in 

centered to target value. 

Sphere function covered the global optimum. It take to 

covered global optimum in 11 iteration. This function is 

simple and strongly convex function.Sphere function is well 

known benchmark for testing local search ability of 

optimization algorithm 

 

Figure.8 : Sphere Function 

5.3.4 Step Function 
In step function particle, particle are in gbest value depends 

on experience of each other. 

It covered to complete in iteration 2 according to no of 

particle.  

 

Figure.9: Step Function 

6. CONCLUSION 
This paper helps to retrieve relevant data with the help of 

optimization using evolutionary   algorithm techniques. i.e 

Swarm Intelligence Technique. Algorithms applied on input 

datasets to obtain output in the form of clusters. Clusters are 

formed  from multidimensional datasets where complexities 

of datasets are reduced using algorithms present under 

Swarm Intelligence. Comparison between output of these 

two algorithms(PSO,ACO) in the form of clusters gives best 

and efficient algorithm for optimization of  Information 

Retrieval as per user query. Paper includes implementation 

of PSO and ACO algorithms. The future scope for this 

research would be development of information retrieval 
system using swarm intelligence technique, hence forming 

an improved IR system on high dimensional textual datasets. 
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