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ABSTRACT 

In recent years, the biometrics has achieved a great attention 

on a world level. A Biometric System operates by getting 

biometric information from a personal that extracts a feature 

set from the data which is acquired, and helps in comparing 

this feature set against the template stored in the database. 

There are biometric technologies which could either be 

physiological or behavioral. Face Recognition is having the 

importance to provide biometric authentication with easy 

image acquisition that can be used for online and offline 

applications. There are number of existing approaches for 

biometric facial recognition and classification. This paper 

gives a review on some of the common and reliable 

approaches which include PCA, LDA, SVM, SIFT, SURF, 

etc.  

General Terms 

Your general terms must be any term which can be used for 

general classification of the submitted material such as Pattern 

Recognition, Security, Algorithms et. al. 

Keywords 

Keywords are your own designated keywords which can be 

used for easy location of the manuscript using any search 

engines. 

1. INTRODUCTION 
Biometrics refers to the automatic identification of a person 

based on his or her physiological or behavioral characteristics. 

This identification method is preferred over traditional 

methods involving passwords and PINs for several reasons 

including the person to be identified is required to be 

physically present at the point of identification and/or 

identification based on biometric techniques obviates the need 

to remember a password and carry a token. [13] A Biometric 

System is a pattern recognition system which operates by 

acquiring the data from an individual and compares this 

feature set against the template set stored in the database. The 

human physical characteristics like face, hand geometry, 

fingerprints, voice, palm, signature and iris are known as 

“BIOMETRICS”. One of the most important techniques is the 

face recognition. 

1.1 Physical Biometrics    
Physiological characteristics refers to a relatively stable 

human physical characteristics. Some of the examples 

include, but are not limited to fingerprint, face recognition, 

DNA, palm print, hand geometry, iris recognition, retina. The 

physiological characteristics are: 

 Fingerprint: It analyzes the fingertip patterns. 

 Facial recognition/face location: It helps in 

measuring facial characteristics. 

 Hand geometry: It measures the shape of the hand. 

 Iris scan: It analyzes the features of colored part of 

the eye. 

 Retina scan: It analyzes the blood vessels in the eye. 

 DNA: Universal human trait. 

 

1.2 Behavioral Biometrics    
Behavioral characteristics are related to the physical traits of a 

person. Some of the behavioral characteristics are as follows: 

 Speaker recognition helps in analyzing the vocal 

behaviour. 

 Signature recognition analyzes the signature 

dynamics. 

 Keystroke recognition measures the time spacing 

between the typed words. 

 

Fig 1: Types of Biometrics [5] 

2. FACE RECOGNITION 
Face recognition is one of most relevant applications of image 

analysis. Face Recognition is a task of identifying an already 

detected face and telling exactly who’s it is and also deals 

with unique facial characteristics of human beings It can be 

applied in various challenging fields like video retrieval, 

security systems and identity authentication. It involves the 

pattern recognition and image processing. There are mainly 

two types of comparisons which are described as follows: 

 Verification - When the system compares the given 

individual with the individual whom he says he is 

and gives a yes or no decision. 

 Identification – When the system compares the 

given individual to all the other individuals stored in 

the database and gives a ranked list of matches. 

Facial recognition methods involve a series of steps that are 

capturing, analyzing and comparing your face to a database of 



International Journal of Computer Applications (0975 – 8887) 

 Volume 129 – No.13, November2015 

17 

stored images. Below is the basic process that is used by the 

face recognition system to capture and compare images:  

2.1 Detection  
The recognition software searches the faces using the video 

camera when the system is attached to a video surveillance 

system. And if there is a face in the view, it is detected within 

a fraction of a second.  

2.2 Alignment  
Once the system has detected the face, then it determines the 

head's position, size and pose. For the system to register the 

face it needs to be turned at least 35 degrees towards the 

camera. 

2.3 Normalization 
For the image of the head to be registered and mapped into an 

appropriate size and pose, it is scaled and rotated. 

Normalization is performed despite of the head's location and 

distance from the camera. Light is not an issue in the 

normalization process.  

2.4 Representation  
After the normalization has been done, the system converts 

the facial data into a unique code. This coding process allows 

for easier representation and comparison of the newly 

acquired facial data to facial data which is already stored. 

2.5 Matching  
The newly acquired facial data is compared to the stored data 

and linked to at least one stored facial representation. The 

system decides if the features extracted from the newly 

acquired facial data are a match or not. If a score is above a 

predetermined threshold, a match is declared.  

 

Fig 2: Basic process of Face Recognition system 

 

Fig 3: Face Recognition System Phases [8] 

 

3. FACE RECOGNITION    

ALGORITHMS 

3.1 PCA 
Principal Component Analysis commonly uses the eigenfaces 

in which the probe and gallery images must be the same size 

as well as normalized to line up the eyes and mouth of the 

subjects whining the images. Approach is then used to reduce 

the dimension of data by the means of image compression 

basics and provides most effective low dimensional structure 

of facial pattern. This reduction drops the unuseful 

information and decomposes the face structure into 

orthogonal (uncorrelated) components known as eigenfaces. 

Each face image is represented as weighted sum feature vector 

of eigenfaces which are stored in 1-D array. A probe image is 

compared against the gallery image by measuring the distance 

between their respective feature vectors then matching result 

has been disclosed. The main advantage of this technique is 

that it can reduce the data needed to identify the individual to 

1/1000th of the data presented. [12] 

PCA solves the recognition problem within a representation 

space of lower dimension than image space. PCA is an 

eigenface method which helps in the reduction of the 

dimensionality of the original data space. But there is a 

disadvantage of PCA which says that recognition rate 

decreases under varying pose and illumination. 

A face recognition system can be considered as a good system 

if we extract with the help of Principal Component Analysis 

and for recognition back propagation Neural Network are 

used. [12] 

3.2 LDA 
Linear Discriminant Analysis is an appearance based 

technique used for dimensionality reduction and recorded a 

great performance in face recognition. It provides us with a 

small set of features that carry the most relevant information 

for classification purposes. 

LDA is a statistical approach for classifying samples of 

unknown classes based on training samples with known 

classes. This technique aims to maximum between-class 

(across users) variance and minimum within class (within 

user) variance. In these techniques a block represents a class, 

and there are a large variations between blocks but little 

variations within classes. It searches for those vectors in 

underlying space that best discriminate among classes (rather 

than those that best describe the data). More formally given a 

number of independent features relative to which the data is 

described. LDA creates a linear combination of these which 

yields the largest mean difference between desire classes.  

Mathematically two measures are defined: 

 One is called within-class scatter matrix which is 

given by-  

 

 Other is called between class scatter matrix  

[12] 

LDA based algorithms performs better than PCA, but they 

suffer from the small-sample-size problem (SSS). 
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Table 1. Comparison of PCA and LDA  

PCA LDA 

PCA is a dimensionality 

reduction technique. 

LDA is a more particular 

generative method. 

PCA helps in feature 

classification.  

LDA supports data 

classification. 

The shape and location of 

original data sets changes 

when transformed to a 

different space. [6] 

LDA doesn’t change the 

location but only tries to 

provide more class 

separability and draw a 

decision region between the 

given classes. [6] 

PCA calculates best 

discriminating components 

without knowledge about 

groups. [6] 

LDA calculates best 

discriminating components 

about groups which are 

defined by the client (user). 

[6] 

 

3.3 SVM 
Support Vector Machine (SVM) is a binary classifier as a 

method for learning. SVM is a classification method that 

separate two data sets with maximum distance between 

them.The concept is to extend the spatial resolution around 

the margin by a conformal mapping, such that the divisibility 

between classes is increased. SVM cannot be applied directly 

when some of the features (face pixels) are occluded. In this 

case, values for those dimensions are unknown. SVM cannot 

be used when the feature vectors defining our samples have 

missing entries.  

Support vector machines (SVMs) are formulated to solve a 

classical two class pattern recognition problem. [22] 

3.4 SIFT 
In 2004 Lowe, invents SIFT descriptor which is invariant to 

scale, rotation, affine transformation, noise, occlusions and is 

highly distinctive. SIFT features consist of four major stages 

in detection and representation; they are (1) finding scale-

space extrema; (2) key point localization and filtering; (3) 

orientation assignment; (4) key point descriptor. The first 

stage is to construct the key points of images by using 

Difference-of-Gaussian (DoG) function. The second stage, 

candidate key points are restricted to sub-pixel accuracy and 

removed if found to be unreliable. The third stage represents 

the dominant orientations for each essential point of the 

images. The final stage constructs a descriptor for each key 

point location depends upon the image gradients in its local 

neighborhood. Then the SIFT descriptor is accepting the 128- 

dimensional vector which used to identify the neighborhood 

around a pixel. The SIFT extracts the key points (locations 

and descriptors) for all the database images. Then given an 

altered image SIFT extracts the key point for that image and 

compares that point to the dataset. [2] 

 

 

 

Fig 4: SIFT features on sample images and features 

matched in faces with expression variation. [20] 

3.5 SURF 
The SURF also extracts the key points from both the database 

images and the altered images. This method matches the key 

points between altered image and each database image. In 

2008, H. Bay invents SURF descriptor which is invariant to a 

scale and in-plane rotation features. It consists of two stages 

such as interest point detector and interest point descriptor. In 

the first stage, locate the interest point in the image. Use the 

Hessian matrix to find the approximate detection. [2] 

SURF is a scale and in-plane rotation invariant detector and 

descriptor. [16] SURF detectors are find the interest points in 

an image, and descriptors are used to extract the feature 

vectors at each interest point just as in SIFT. SURF uses 

Hessian-matrix approximation to locate the interest points 

instead of difference of Gaussians (DoG) filter used in SIFT. 

SURF as a descriptor uses the first-order Haar wavelet 

responses in x and y, whereas the gradient is used by SIFT. 

SURF usually uses 64 dimensions in SURF to reduce the time 

cost for both feature matching and computation. SURF has 

three times better performance as compared to SIFT. 

 

Fig 5: Interest points in face image [18] 
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Fig 6: Example of point matching result [18] 

Table 2. Comparison of SIFT and SURF  

 SIFT SURF 

Scale Space DOG convolved 

with difference 

size images 

Difference size 

box filter 

convolved with 

integral image 

Key points 

detection 

Local extrema 

detection- Non-

maxima 

suppression – 

Eliminate edge 

responses with 

Hessian matrix 

Determine the 

potential key 

points with 

Hessian matrix 

and Non-

maximum 

suppression 

Orientation Image gradient 

magnitudes and 

orientations are 

sampled around 

the key point 

location, using the 

scale of the key 

point to select the 

level of Gaussian 

blur of the image 

A sliding 

orientation 

window of size 

pi/3 detects the 

dominant 

orientation of the 

Gaussian 

weighted Haar 

wavelet responses 

at every sample 

point within a 

circular 

neighborhood 

around the interest 

point. [23] 
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