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ABSTRACT 

It is herein proposed a handwritten digit recognition system 

which biologically inspired of the large-scale structure of 

the mammalian neocortex. Hierarchical Temporal Memory 

(HTM) is a memory-prediction network model that takes 

advantage of the Bayesian belief propagation and revision 

techniques. In this article a study has been conducted to 

train a HTM network to recognize handwritten digits and 

letters taken from the well-known Hoda dataset for Farsi 

handwritten digit. Results presented in this paper show 

good performance and generalization capacity of the 

proposed network for a real-world big dataset.  
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1. INTRODUCTION 
Automatic handwritten digit recognition is used in many 

applications that have different nature. The optical character 

recognition (OCR) was started from the recognition of 

machine printed digits and characters and then it was 

developed to the recognition of machine printed words. 

Slowly, handwritten digit recognition and handwritten 

character recognition were introduced into this field. 

Recently these systems have achieved good results in 

recognizing of Farsi handwritten digits and characters so 

that their recognition rate have been reached over 98% and 

97%, respectively[21,27,33,35,36,37.42]. 

The hierarchical temporal memory (HTM) has been used 

during the last decade to solve problems related to 

prediction, classification, recognition… etc. [6]. HTM is the 

hierarchical structure and temporal relations included in a 

training representation of the outer world’s causes or, in 

other words, the categories of input patterns. As the state-

of-the-art approach, it has principal potential for solving 

challenging PR problems that have not been handled so far. 

Thus, it is considered as the standard in Pattern 

Recognition.  

2. HIERARCHICAL TEMPORAL 

MEMORY 
In the following we are giving a brief overview of the 

essential concepts of HTM’s algorithm. Hierarchical 

temporal memory (HTM) developed by Hawkins [7] and 

formalized by George [8]. Hierarchical Temporal Memory 

is in essence a method of modeling the mammalian 

neocortex. As the name implies it has a hierarchical 

structure and at the top of this hierarchy, an HTM network 

forms invariant representations of the world and the 

underlying learning algorithms used in it are not specific to 

particular sensory domains and can be applied to a wide set 

of problems that involve modeling complex sensory data. 

The basic idea in back of the HTM theory is that while 

causes can be seen from very different viewpoints, thus 

producing very different images on the retina, because the 

images are seen consecutively, over a very short period of 

time, the cortex still manages to attribute such a variation of 

images to the same cause when necessary.  

HTM networks are made of nodes. Each node performs the 

same algorithm, but on different data [9]. As shown for 

example in Fig. 1 the number of nodes comprising level  𝑙 
is 22𝛼−1, where 𝛼 is the number of the levels in the 

network. It decreases at higher levels in the hierarchy, 

nodes in lower level observe causes belonging only to a 

restricted time and input scale while higher-level nodes are 

able to detect causes on a larger time scale and wider image 

input. Each node should group input patterns that are 

probable to have the similar cause. These nodes can receive 

many types of input vectors from spatially-specific areas, 

namely the receptive fields. Except the top node, all nodes 

through-out the hierarchy, carry out unsupervised learning. 

This node realizes task of a simple classifier that maps 

learned top-level belief patterns with known output 

categories [10]. Zeta1TopNode is typically established. Of 

course, one could potentially consider any supervised 

classifier to be used instead of it, so we use a HTM network 

using non-linear SVM classifier with RBF kernel [11] as a 

modified HTM. 
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Fig 1: A simple HTM network that has 7 nodes 

organized in a 3 level hierarchy. 

Each node uses two grouping mechanisms to form 

invariants, namely a spatial and a temporal pooler. These 

two distinct operations serve as concepts to refer to the form 

by which input vectors received during training are 

separated and stored into sets of temporally neighboring 

vectors. Initially spatial and temporal poolers are empty. 

Nodes experience two modes of function during their 

lifespan: the first one is the training mode and the second 

one is the inference mode. We describe them briefly in 

following section. 

Unlike other soft computing approaches, time is a very 

important aspect of HTM; it is used by the neocortex as a 

supervisory signal for grouping together spatially different 
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input vectors that tend to present themselves close together 

in time. The usage of temporal combination minimizes 

storage requirements and decreases the necessity for 

supervised training. 

2.1 Spatial Pooler 
In the training mode each frame (image) of the training 

sequences is presented to the sensory field (“retina”) of size 

m ×m pixels. At any time, only a single frame of the 

training dataset is presented to the level one node. This 

frame is reshaped into an input vector 

𝑥 = (𝑥1𝑥2 ……  𝑥𝑚×𝑚)   where   characterize pixel values. 

Mentioned input vector are also referred to spatial 

coincidences in the HTM nonfictions [12]. The training data 

consecutively are shown to the node thus node learns the 

quantization space of such input vectors. In the network the 

first input vector frame is considered a new quantization 

center and is saved in the node. In the HTM network a node 

keeps input coming from children nodes and creates a group 

of different patterns seen by the node that differ by a 

configurable maximum distance. Commonly a threshold is 

used. Once the learning procedure is finished, the spatial 

module is learned and can produce outputs to the temporal 

module. Fig. 2 shows the stages an image goes through 

within a learning node. 

 

Temporal 
Pooler 

Spatial 
Pooler 

HTM node 

 

Fig 2: The stages a sample goes through within a 

learning node. 

2.2 Temporal pooler 
When training dataset is finished, the node should create a 

matrix called time adjacency. Each TAM’s element shows 

the transition between a spatial coincidence, represented by 

the row, and the spatial coincidence in the next time step, 

represented by the column. However, may be reasonable 

not to emphasis only on immediate steps, but also to 

increase transitions between current and few older steps. 

Consider n is the time gap between the current and past 

steps. Commonly it is performed by below: 

𝐿𝑛 = 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑀𝑒𝑚𝑜𝑟𝑦 − 1 + 𝑛 

We used    as a parameter to determine the number of steps 

that their coincidences affected, and   is the increment 

amount [13]. Once learning of the TAM is finished and 

TAM matrix is stabilized adequately, a node that has 

completed its training phase can be switched to the 

inference mode.  

Each node in network analyzes the transition frequencies 

saved in the TAM matrix. Aim of it’s to form a set of 

temporal groups include coincidences groups, according to 

how frequently they incline to follow each other in a period. 

In [14] could be found a sample of the learning procedure 

for a node. Training starts off on the lowest level of HTM 

layer and broadcasts throughout the hierarchy one layer at a 

time. When the learning procedure is finished at some level, 

all HTM nodes at this level are switched to the inference 

mode; hence the next level can remain at the learning mode. 

3. INFERENCE MODE 
In inference mode, the node continues to get input frames, 

but it does not learn of new input. Each image must be 

broadcasted through the hierarchy until the result vectors 

reaches the nodes that are currently learned. HTM nodes 

which are in inference mode just calculate to which 

temporal group the incoming input image most likely 

belongs. In fact first the similarity between the incoming 

image and saved images should be calculated. This is done 

by: 

𝑥𝑖 = 𝑒
−
𝑑𝑖

2

𝜎2  

It is considered that the similarity between the patterns is a 

Gaussian distribution with zero mean. In the formula 𝑑𝑖  is 

the dissimilarity between compared patterns. So 𝑥 =
𝑥1, 𝑥2 …𝑥𝑛  shows the output vector of the first step of the 

inference. In this output vector, 𝑥𝑖  indicate a probability 

value of 𝑖th temporal group being active. HTM nodes 

propagate this vector toward their parent nodes and parent 

nodes as their input vector aggregate all vectors incoming 

from children, Fig. 3. When the highest node of the HTM 

network is learned, training procedure is finished. 

4. EXPERIMENTS AND RESULTS 
To assess the performance of the HTM for handwritten digit 

and character recognition, in this section we apply it to two 

datasets: HODA Farsi handwritten digits dataset and 

HODA Farsi Hand Written letters dataset [15]. 

In all the experiments, we compared the performance of the 

modified HTM (HTM network using non-linear SVM 

classifier with RBF kernel) with other methods which 

applied to Farsi handwritten digits and letters. We used the 

Numenta platform NuPIC 1.7.1, developed by Numenta, 

Inc. This is a programming framework, which has a Python 

API that can be used to set up custom experiments. The 

selected library for the implementation of SVM was the 

LIBSVM, proposed by Chang and Lin [16]. 

4.1 Dataset 
Khosravi et al. [15] already introduced a huge corpus of 

Persian handwritten digits which is termed HODA. HODA 

contains 102352 images digits. These images were scanned 

at 200 dpi with a high speed scanner. It is divided into a set 

of 60000 samples and 20000 samples used for the training 

set and testing set respectively. Some samples of 10 classes 

are shown in Fig. 4. 
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Fig 3: Each HTM nodes propagate output vector toward their 

parent nodes and parent nodes as their input vector aggregate 

all vectors incoming from children. 
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Fig 4: Example of a figure Examples of handwritten digits 

from Farsi digit datasets. 

Also they introduced HODA Farsi Hand Written letters 

dataset, includes 88351 samples which 70645 samples are 

used for training and 17706 are used for testing phase1. 

Some samples are shown in Fig. 5. 

Label Persian 

Spell 

One 

sample 

Label Persian 

Spell 

One 

sample 

                                                            
1 These two datasets are available at 
http://www.modares.ac.ir/eng/kabir. 
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Fig 5: Sample handwritten digits from Farsi letter datasets 

and their labels. 

5. PREPROCESSING 
Frequently, the character images in handwritten character 

recognition systems required to be binarized. This is a 

restriction, but our introduced method work on both binary 

and gray scale data. 

In Farsi handwritten digits and letters doing the 

preprocessing work, each image goes through a two stepped 

process; normalization and binarization. Character 

normalization is in order to standardize the character 

location and size in the image.  All numbers are fitted into a 
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window of size 50 ×50 and all letters to 60 ×60. We use 

standard bilinear transformation, by which, every input 

bitmap A, of size p ×q is transformed into a normalized 

bitmap B, of size m ×n. Both A and B are quadrilateral 

regions [17]. Then by swapping all pixels they were 

converted to binary images in the input data. 

Image binarization converts an image of up to 256 gray 

levels into a two-tone image. Commonly an image has two 

tones, i.e., 0 and 1 (1 is used to represent black and 0 is 

used to represent white). We convert gray scale images into 

binary images using Otsu algorithm [18]. Thus, each data in 

the dataset has a uniform background with a high-contrast 

character. Otsu algorithm performs satisfactorily on our 

experimental dataset. Some results of thresholding are 

shown in fig 5. Each sample in the first line is thresholded 

to give a binary sample in the second line. 

 

  
 

 

 

      

Fig 6: Samples after binarization and size normalization 

6. CLASSIFICATION RESULTS 
In a HTM network, to increase the performance, the 

selection of the parameters for the spatial module is of great 

importance. Parameters Sigma, transitionMemory and 

grouper algorithm were set to 1, 1 and 16, respectively. 

MaxDistance in 1 and 3 layer was 1. maxDistance on the 

low level defines the minimum value the squares of the 

Euclidean distances between an input image A and all the 

previously memorized inputs   have to take in order for A to 

be considered a new image. In modified HTM, after feature 

vectors were derived in layer 3, they were fed to a classifier 

in top nod, and all-pairs multi-class non-linear SVM 

classifier was used for classification. Table5 show 

confusion matrix for handwritten Persian digits in the 

dataset. We obtained 99.12% accuracy using a few of 

preprocessing. 

Table 1 and table 2 compared accuracy of the proposed 

method with other methods were used in recent researches 

on HODA dataset and Farsi handwritten letters datasets, 

HODA and IFHCDB [19]. Results are for test sets and are 

averaged over ten runs. In Table below most of the existing 

works were evaluated on smaller datasets. We used 80,000 

data for our experiment. The Highest accuracy was obtained 

from the work due to Soltanzadeh et al. [27] but they have 

tested with Only 8,918 data and used 257 dimensional 

features. 

Table 1. Result of different algorithms on HODA digits 

dataset 

Algorithms Train 

Size 

Test 

Size 

Accuracy 

(%) 

Ziaratban et al. [20] 6000 4000 97.65 

Shirali-shahreza et al. 

[21] 

2600 1300 97.80 

Dehghan, Faez [22] 6000 4000 97.01 

Mowlaei, Faez [23] 2240 1600 92.44 

Ebrahimpour et al. 

[24] 

6000 2000 95.3 

Javidi and 

sharifizadeh [25] 

6000 2000 98.16 

Mozaffari et al. [26]  2240 1600 91.37 

Soltanzadeh,Rahmai 

[27]  

4979 3939 99.57 

Harifi.,Aghagolzadh 

[28] 

230 500 97.60 

Hosseini,Bouzerdm 

[29] 

480 480 92.00 

Mozaffari et al. [30] 2240 1600 94.44 

Mowlaei et al. [31] 2240 1600 91.88 

Sadri et al. [32] 7390 3035 94.14 

Ebrahimpour et al. 

[33] 

60000 20000 97.52 

Rashnodi et al. [34] 60000 20000 98.94 

Rashnodi et al [35] 60000 20000 98.84 

Proposed Algorithm 60000 20000 99.12 

7. CUNCLUSION 
In this study, modified HTM was used for Farsi handwritten 

digit and letter recognition. A set of features was first 

extracted from a training set of digit and letter images. A 

classifier was then constructed over these data and was 

evaluated over a separate test set. High handwritten digit 

recognition proves appropriateness of these features for the 

mentioned task. Modified HTM achieved better 

performance than other methods. We achieved 99.12% 

recognition rate using modified HTM. Further, to the best 

of our knowledge, this work is one of the paramount works, 

towards the recognition of Persian handwritten digits and 

letters on a huge dataset. 

Table 2. Result of different algorithms on HODA and 

IFHCDB letter datasets 

Algorith

ms 
Dataset Train 

Size 

Test 

Size 

NO. of 

Clusters 

(%) 

Alaei et 

al. [36] 

IFHCDB 36682 1533

8 

8 98.1 

Alaei et 

al. [36] 

IFHCDB 36682 1533

8 

32 96.68 

Mozaffari 

et al. [37] 

IFHCDB 3200 2880 8 87.26 

Dehghan 

et al. [38] 

IFHCDB 1600 1600 20 96.92 

Shanbeza

de et al. 

[39] 

IFHCDB 1600 1200 32 87 

Mowlai et 

al. [40] 

IFHCDB 3200 2880 8 32.75 

Ziaratban 

et al. [41] 

IFHCDB 11471 7647 8 87.26 

Matin 

Niya, 

HODA 70645 1770 36 97.89 
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Sajedi[42] 6 

Proposed 

Algorithm 

HODA 70645 1770

6 

36 98.93 
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