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ABSTRACT 

In this paper, the optical character recognition is used to 

recognize the scanned English documents by using neural 

network and MDA. The human mind easily read any 

interrupted scanned documents but it is difficult to machine. 

So the optical character recognition are solved this problem. 

The output images are not editable by capturing camera or 

scanned document but with the help of optical character 

recognition this problem easily solved. The OCR process 

consists of three major sub processes like pre processing, 

segmentation and recognition. The neural networks are 

playing very important role for character recognition its helps 

to provide high accuracy for the character.  

Keywords 
English Character recognition, pre-processing scanned 

documents, segmentation, NN, feature extraction. 

1. INTRODUCTION 
Optical character recognitions have interested area for 

researchers. Recently, many organizations have need to 

received extensive documents attention in academic and 

production fields. The optical character recognitions are vast 

field in image processing and pattern recognition. In India, 

there are multi languages and multi scripts are used in 

different location, the eighteen officials scripts and accepted 

and have hundred regional languages. Today many 

researchers have been done optimize character to scanned 

English documents for character recognition using various 

methods. The OCR is used to developing algorithms for 

reading text on the image taken by camera in reading 

registration plates, reading scanned books and scanned 

documents etc [1]. These algorithms are based on machine 

vision and artificial intelligence. For example neural network 

vectors machine fuzzy classifiers etc [2]. However, OCR is 

used machine encoding text and text can be easily edited, 

updated, and modified. OCR can be processed in many other 

ways according to requirements. It is also used small size for 

storage in comparison to scanned documents. The neural 

network is basically used in the fields of character recognition 

[3]. There are various phases of OCR involves to completely 

recognize and produce machine encoded text. The computer 

recognizes the scanned character in the documents through 

revolutionizing techniques called optical character recognition 

[8], [9]. The main phases of optical character recognition as: 

pre-processing phase, segmentation phase, feature extraction, 

and classification phase. In the OCR, there has been used 

following techniques 

 

 

 

1.1  Ostu’s Method 
In image processing the Ostu’s method is used to 

automatically perform clustering based image thresholding or 

the reduction of a gray level image to a binary image. 

Generally, The Ostu’s method is used for segmentation 

process. The gray level information it does not gives better 

segmentation results. The Ostu’s method was proposed which 

works on both gray level thresholds of each pixel as well as its 

spatial correlation information within the neighborhood. The 

Otsu’s method can obtain satisfactory segmentation result 

when it is applied to the noisy image. 

              σ2
ω (t) = ω1 (t) σ1

2 (t) + ω2 (t) σ2
2 (t) 

 Where the weights ωi are probabilities of two classes 

separated by a threshold t and σi
2 variances of these classes. 

The Ostu’s show that minimizing the intra class variance and 

is the same as maximizing inter class variance 

 σb  (t) = σ  ω  (t) = ω1 (t) ω2 (t) [μ1 (t) - μ2 (t)]
 2

 

Which is expressed in terms of class probabilities ωi and class 

means µi and the class probability ω1 (t) is computed from the 

histogram t. While the classes mean µ (t) is: 

                     μ1 (t) = [Σ
t
0ρ (i) Χ (i)] / ω1 

Where x (i) is the value at the center of the ith histogram. 

Similarly you can compute omega-2(t) and µ2 on the right 

hand side of the histogram for bines greater than t and the 

class probabilities and class can be compute iteratively. 

1.2  Edge Detection Algorithm 
The edge detection in the binaries image is done using sobel 

technique. After locating the edge the image is dilated and the 

holes present in the image are filled by using sobel technique 

[4]. This operation performs in the last stages to produce the 

pre- processed image suitable for segmentation and improve 

the accuracy of optical character recognition. There are 

number of research have been used a Gaussian smoothed step 

edge as the simplest extension of the ideal step edge model 

foe modeling the effects of edge blur in practical application. 
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Fig. 1 edge detection using sobel technique 

1.3  Multilinear Discriminant analysis 

(MDA) and Linear Discriminant 

analysis (LDA) 
The linear Discriminant Analysis is method used for data 

classification and dimensionality reduction. The LDA does 

not change the location but only tries to provide more class 

reparability and draw decision between given class. In 

Discriminant analysis two scatter matrices called within class 

and between class matrices [5], [6]. LDA classical algorithm 

has been successfully applied and extended to various 

biometric signal recognition problems. The recent 

advancements in multilinear algebra led to a number of 

multilinear extensions of the LDA, Multilinear Discriminant 

analysis proposed for the recognition of biometric signals 

using their natural tonsorial representation [7]. The MDA 

Check Multilinear projection and maps the input data from 

one space to another space. MDA is an information 

processing paradigm that is inspired by the information 

process system [13]. The novel structures of the information 

processing system are main elements of MDA. It composed a 

large number of highly inter connected processing elements 

working in union to solve specific problem. A MDA is 

specific application such as character recognition or data 

classification through learning process system. The MDA is 

used multilevel inter-related subspace can collaborate to 

discriminate different classes. The MDA algorithm can avoid 

the curse of dimensionality and solve the small sample size 

problems. It is helpful to decreasing the computational cost in 

the learning stage. 

 Where, Yi=Xix1U1····xk-1Uk1xk+1Uk+1····xnUn 

1.4  Recognizes Using Neural Network  
The recognition of scanned documents is very complex 

problem. In scan documents image character has different size 

orientation thickness format and dimensions. The neural 

networks play very important role for character recognition. 

The recognize capability of neural network to generalize and 

insensitive the missing data would be very beneficial in 

scanned documents. In this paper we can use recognize for 

English scanned document using Feed Forward Multi- Layer 

Perceptron network with one hidden layer has been used. For 

training scanned document back propagation algorithm has 

been implemented. The neural network algorithms have been 

applied to various type of problem. In neural network the 

computing architecture is consists of massively parallel 

interconnection of adaptive neural processor. The neural 

network is parallel in nature so it can perform computations at 

a higher rate compared to other classical techniques. The 

neural network architectures can be classified as feed forward 

and feedback word. The information processing using neural 

network in paradigm is inspired by the biological nervous 

system such as the brain, process information. Many reports 

of scanned documents recognition in English have been 

published but till high recognition accuracy and minimum 

tranni9ng time of scanned English character using neural 

network. In this paper efforts have been made to develop 

scanned English documents character recognition with high 

recognition accuracy and minimum training and classification 

time.  
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Using the equation (2) and Equation (3); 

 
  

    
                           

When applying the correction in a direction we get the 

following. 

∆   = (  -  )   

This is a rate of learning. 

2. METHODOLOGY 

In character recognition, we have taken 40 records of scanned 

image in database. These images have been scanned through 

the scanner HP 1510.These images are taken the book of 

History of ICSE board that is published in 2013. Now each 

scanned image is stored in the data base for the character 

recognition. These scanned images are considered to PSNR, 

MSE, and matching time to recognize the each character 

forms the documents. 
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Fig. 2 Character recognition Using MDA and NN 

Pre-processing Steps 

1. To load the scanned input document image 

2. Then select the character from the input image. 

3. Find out the edge using edge detection algorithm for 

input image using sobel techniques. 

4. The pre-processing can be done in next stage first we 

remove noise then convert gray scale image to binary 

image. 

5. In the last the feature extraction will be done by using 

pattern matching and the pattern match with the data 

base. 

6. Finally we character recognize by using NN and MDA. 

      

  

 

Fig. 3 input scanned image from Database 

3. RESULT DISCUSSION 

3.1 MSE 
In Fig. 4, we have calculated the MSE between the previous 

method and the proposed method. It is calculated to reduce 

the mean square error and measure the PSNR value for the 

English character recognition from the scanned documents. 

Our method is better as compared to the previous method on 

the basis to computed results. 
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Fig. 4 Comparison of MSE for OCR 

3.2 PSNR 

In Fig. 5, we have calculated the psnr value for the quality of 

the signals to improve the English character recognition using 

the previous method and the proposed method. Our method is 

better to calculate the PSNR value as compared to the 

previous method. 

 
 

Fig. 5 Comparison of PSNR for OCR 

3.3 Matching Time 
matching time measures the time to matching the characters 

from the scanned documents. Our proposed method gives the 

less matching time as compared to the previous method. In 

Fig. 6, we have shown the matching time comparison as 

follows: 

 

 

Fig. 6 Comparison of Matching Time for OCR 

3.4 Matched and Missed Matched 

Character 

In fig. 7, we have found the matched character and missed 

matched character out of total character in the line of the 

scanned document using the previous method and the 

proposed method. Our method has given the better matching 

character results as compared to the previous method as 

shown below: 

 
 

Fig. 7 Comparison of Matched and Missed Matched 

character for OCR 

In table 1, we have shown the matched and missed matched 

character in the scanned document in the optical character 

recognition. Our proposed method has shown more matching 

character and very less missed matched character. 
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Table 1 Matched and Missed Matched character for OCR 

S.no Total no of character Matched character Missedmatched character character mismatched name

1 42 41 1 i

2 74 73 1 i

3 127 125 2 I,r

4 176 173 3 I,b,n

5 49 49 0

6 80 79 1 i

7 100 99 2 I,t

8 128 129 4 I,r,t,n

9 90 88 2 I,p

10 185 183 2 i

11 69 68 1 i

12 100 99 1 i

13 126 125 1 i

14 46 45 0

15 124 121 3 I,r,t,n

16 54 53 1

17 59 58 1 i

18 122 121 1 i

19 122 116 6 I,r,t,n,m,b

20 49 47 2 I,r

21 71 68 3 I,r,n

22 49 48 1 i

23 158 157 1 n

24 40 40 0

25 170 168 2 I,n

26 188 185 3 I,n,r

27 150 149 1 i

28 139 138 1 i

29 129 127 2 I,n

30 36 36 0

31 60 59 1 i

32 20 20 1 i

33 89 88 1 i

34 79 78 1 n

35 120 119 1 i

36 155 153 2 I,n

37 86 85 1 i

38 79 76 4 I,n,r,t

39 90 88 2 I,n

40 89 88 1 r  

 

4. CONCLUSION 
In this research paper, the character recognition is crucial 

problem to improve the character from the scanned 

documents. To provide good opportunity, we have needed to 

improve the English character recognition from the state-of-

art techniques and the proposed method. In this paper our 

proposed method neural network and MDA method is well 

suited for the whole scanned documents to provide the 

matching time, matched character and missed matched 

character from the whole scanned document for used. In 

further research work, English character recognition may be 

possible from the digital electronic devices such running for 

live application devices. 
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