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ABSTRACT 
This research paper compares M/M/1 and M/M/N Markovian 

models to determine a more suitable queuing model for the 

enhancement of a wireless system’s performance. Data traffic 

was collected from the wireless MikroTik router connecting 

the overhead satellite to the university Wireless Campus Area 

Network (WCAN) using “Winbox” software monitoring tool 

for a period of 11 months from 31th January 2011 to 30th 

December 2012. The computation of this data traffic gave the 

average arrival rate of 176.5 kilobits per second, and the 

average service rate of 746 kilobits per second. By using these 

values in the analyses, M/M/1 was found to be better than 

M/M/2 and even far better than M/M/3. The results shows that 

the higher the number of servers in a queuing model, the more 

the number of unserviced entities in the system, and in the 

queue waiting for service, and also the system has slower 

response time and longer waiting time in the queue. 
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1. INTRODUCTION  
Arrival and service processes guided by protocols are very 

important in computer communication because they facilitate 

the reception of transmitted information [7]. These processes 

are applicable to any network whether wireless or wired 

because in any form of communication there must be arrival 

and service processes to receive the transmitted information. 

The arrival and service processes of entities are taken in turn 

because of the following reasons [6]: 

(i) No two or more items can arrived simultaneously, 

but only one at a time. 

(ii) Also, no system can service two or more items at 

the same time. Service is done in turn.  

Therefore, entities arrive at the service system in a line 

following each other in a queue and are serviced and 

dispatched to the receiver in turn. This is referred to as a first 

come first serve queuing discipline. However, there are other 

service disciplines such as priority queuing, class-base 

queuing, weighted–fair queuing and many more available to 

change the order of service for the queue, depending on the 

application. The number of entities to be served remains one 

at each moment of time the service process is available and 

ready [6]. To enhance the performance of such queuing 

systems requires the implementation of an appropriate 

queuing model. Some of these queuing models are [4]: 

(i) M/D/1 Deterministic same length of arrivals and 

constant service time single server  model. 

(ii) M/G/1 General independent arbitrary probability 

distribution for arrival and service time single server 

model. 

(iii) M/M/1 Markovian negative exponential probability 

distribution for a single server Poisson interarrival 

or service time model. 

(iv) M/M/N Markovian negative exponential probability 

distribution for a multiple-server Poisson 

interarrival or service time model. 

For the purpose of this paper, only two common Markovian 

models, (M/M/1 and M/M/N) of items (iii) and (iv) were 

considered to determine the appropriate queuing model that is 

faster and has lesser number of entities in the system waiting 

for service for the WCAN investigated. In other words, the 

paper finds out the queuing model that better enhances the 

performance of a wireless queuing system. Furthermore, two 

cases of M/M/N were considered to show clearly the 

difference between models. However, the first three models of 

items (i) through (iii) can also be compared but by using a 

technique that employs the scaling factor {i.e., the ratio of the 

standard deviation of service time to the service time (

sT T
S

 )}.  

To achieve enhancement of the performance of the queuing 

system, researchers employed many mechanisms. Some 

researchers concentrated on improving packet error rate and 

loss rate, some on reducing congestion of the system by using 

a suitable service discipline, while others combined these 

methods [5] with cross-layer design as is evident in the 

following works reviewed.  

In their work, [1] were set to achieve guarantees on delay 

separation between traffic flows and fair access to scarce 

shared wireless channels. To get the desired results they 

defined a wireless fair service model and a generic framework 

in order to design a wireless fair queuing algorithm for 

adaptation to the wireless domain. They also employed the 

scheduling model to reduce delay separation between flows 

by using fair queuing access to the wireless channel. The 

results obtained gave some degree of guarantees on delay and 

fair access to the wireless channel. However, the model was 

not robust enough to enable wireless fair queuing swap time 

slots between flows based on channel error and transmission 

to and from the base station and also, channel prediction 

accuracy was not covered. 

In their green radio research to optimize energy efficiency in 

radio networks [3] embarked on finding the tradeoffs between 

deployment efficiency and energy efficiency as well as 

spectrum usage, bandwidth allocation and delay against power 

consumption. They discovered that results obtained in practice 

deviated from derived ones using Shannon’s formulae and 

accepted that one limitation of their work was because of the 

lack of cross-layer optimization technique using scheduling 

algorithm for resources allocation. Resources (data rate, 

energy, bandwidth, etc) were not properly managed (not 
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dynamically allocated to avoid underutilization and wastage) 

and the use of an appropriate queuing discipline was not 

evident. 

The research work of [5] compared the combined hybrid 

automatic repeat request (HARQ) with adaptive modulation 

and coding (AMC) schemes against the combined automatic 

repeat request (ARQ) with AMC. They discovered that the 

former combination gave better results on spectral efficiency, 

PER and end-to-end throughput. These results were achieved 

through cross-layer communication design which allowed 

individual protocol layers co-operate and share information of 

their retransmission schemes and parameters defining each 

service class. They also found that the AMC with HARQ 

combination was also more suitable for real time service than 

AMC with ARQ combination. Though they were able to 

identify the suitable model to achieve optimization, the model 

failed to address the effect of parameters optimization on the 

characteristics of each service class and queuing service 

discipline implemented.  

In view of the limitations mentioned, in our approach to 

determine the best performance enhancement technique of a 

queuing system, we compared queuing models to identify the 

most suitable one for the university WCAN. The objectives 

are to save time and to reduce the number of entities waiting 

for service in the system. 

2. MATERIALS AND METHODS 
Traffic data used in the analyses was collected from the 

university network shown in Figure 1. The Mikro Tik router 

in Figure 2 linking the university network to the overhead 

satellite serves as a queuing system for traffic data captured 

over a period of 11 months from 31 January 2011 to 30 

December 2012. 

 

Figure 1: Topology Diagram of ABU Network 

For the structural university network shown in Figure 1, the 

overhead satellite feeds only one main wireless access router 

that in turn forwards both interactive (video live streams, etc) 

and non-interactive (e-mails, etc) to other wireless routers 

distributed over various campuses, as well as the CAN 

connecting these campuses. This satellite-router arrangement 

shown Figure 2 can be taken as a queuing system. The 

arriving mix traffic from the overhead satellite follows 

Poisson distribution at an average arrival rate of   packets 

per second (pps) and the wireless router is considered as a 

server system with an average service rate of 


 pps [8]. 

Congestion occurs when arrivals are faster than outgoings and 

packets queue for service at the router to avoid drop. Once the 

interface is free, they are serviced and delivered.  

 

Figure 2: Piosson Queuing System [8] 

2.1 Data Collected Process 
The process of data collection was done on a daily basis from 

Mondays to Fridays only, excluding Saturdays and Sundays 

when the place would have been closed. At this MikroTik 

router, arriving packets in kilobits per second (kbps) and 

transmitted packets also in kbps were captured from 9 am to 4 

pm at an interval of two hours, that is, 9 am, 11 am, 1 pm, 3 

pm, respectively and represented in a table form as illustrated 

in Appendix 1. This period was chosen because this was the 

time the system was always fully utilized. 

Information contained in Appendix 1 was computed to give 

the average arrival rate ( ) and average service rate (


) 

represented in Table 1. 

        Table 1: Average Arrival and Service Rates 

R

A

T

E 

TOTAL 

3 

TOTAL 

4 

GRAND 

TOTAL 

AVG in 

260Days 

USED 

DATA 

µ 133933.5 45117.8 179051.3 746.0471 746 

λ 26138.2 16217.75 42355.95 176.4831 176 

 
The totals of Appendix 1 referred to as T1 and T2 were 

rearranged and their summations computed as represented in 

Appendix 2.  The totals of Appendix 2 are known as TOTAL 

3 and TOTAL 4, respectively. Finally, Table 1 obtained from 

Appendix 2 contains the average arrival rate ( kbps) and 

average service rate (


kbps) for the 11 months period as 

represented in Appendix 3. 

2.2 Analyses of Queuing Models  
In queuing analysis, some vital assumptions are normally 

considered as itemized underneath, [2, 8]: 

1. Infinite queue size, where no item is dropped or 

lost, then the value of the arrival rate    is the 

same as that of the service rate     (i.e.,   = 
).  

2. Infinite population size, where the population loss 

does not affect the arrival rate. 
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3. System is stable, where utilization (offered load) is 

less than unity, i.e., 1  or   , since 

  .  

Using values of average arrival rate 
 kbps5.176

 and 

average service rate 
 kbps746

 obtained from data 

collected, the average number of entities resident in the 

system 
 rN

 and those waiting in the queue
 wN

, as well 

as the average response time 
 rT

 and average waiting time 

 wT
 of the system were calculated and tabulated in Table 1. 

2.2.1 M/M/1 Single Server Queuing Model 

The theoretical maximum input rate 
 

 for a single-server, 

single-queue model with utilization 
 

 and traffic service 

time 
 ST

 are related as follows [8]: 

ST


 

    (1) 

Since 
 

 then equation (1) becomes:  



1
ST

    (2) 

For M/M/1 system, different set of equations are obtained [8] 

for calculating the following parameters used for comparison:  








1
rN

    (3) 

where rN
 is average number of entities in system.  

Since utilization 


 = 


, then equation (3) becomes:  






rN

= 5.176746

5.176

   = 0.31 








1

2

wN

    (4) 

where wN
 is average number of entities waiting in the 

system. 

Since utilization 


 = 


, equation (4) becomes: 

 






2

wN

   

      = 

 
 5.176746746

5.176
2


= 0.07 




1

s

r

T
T

                        (5) 

where rT
 is the average time entities spend in the system.   

Since, 


 = 


 and 
1sT

, equation (5) is now: 

 


1
rT

   

= 5.176746

1

  = 1.8 
sec

 








1

s
w

T
T

    (6) 

where wT
 is the waiting time in the system. 

With 


 = 


 and 
1sT

, equation (6) becomes: 

   
 




wT

   

= 
 5.176746746

5.176


= 0.4 

sec
 

2.2.2 M/M/N Multiple Server Queuing Model 
Similarly, the system assumes Poisson arrival rates, 

exponential service times and a dispatch discipline that 

follows First-In-First-Out algorithm, where all servers are 

assumed to be equally loaded, have the same service time and 

no entity is dropped from the queue [8]. 

With these assumptions, the Poisson ratio function is given by 

[8] as: 

K  =  

 

 










1

1

1

!

!

N

j

j

N

j

j

j

N

j

N





    (7) 

If two servers are used for the queuing system, where N = 2, 

then: 

K =   

   

     
!3

2

!2

2

!1

2

!2

2

!1

2

321

21









     

= 
2233

33








    (8) 

When all servers are occupied, the probability that any new 

arrival will meet the servers busy and be placed in a queue is 

defined by the Erlang-C function as in [8]: 
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C = 
K

K





1

1
     (9) 

Therefore, substituting for K from equation (8) into equation 

(9), C becomes: 

C = 




















2

2

233

33
1

233

33
1










   

    = 
   
   



33233

33233
2

2




  

    = 
2

2

3

2






    (10) 

The average number of entities in this two-server queuing 

system, waiting and being served is [8]: 

rN  = 



2

1



C    (11) 

Substituting C from equation (10) into equation (11) gives the 

average number of entities in the system as:    

rN   = 







2

13

2
2

2




















  

Since   , therefore, rN  can be rewritten as 

follows: 

rN  = 

























 










2

3

2
22

2

 

Since arrival rate for each server is   = 176.5 kbps and there 

are two servers available in this M/M/2 system, then total 

arrival rate is 2  = 353 kbps. Therefore: 

rN = 
 

   































 746

353
2

353746

353

3537463

3532
22

2

= 1.1 

Similarly, the average number of items in this two-server 

queuing system, waiting to be served is [8]: 

wN  =  








 



1
C    (12) 

Substituting C and expressing it in terms of terms of average 

arrival rate    and average service rate   , wN  is: 

wN  = 

















 







13

2
2

2

   

= 

















 






22

2

3

2
 

Similarly, with the total arrival rate of 2  = 353 kbps for 

this M/M/2 system, wN  is:  

wN   = 
 

   























 353746

353

3537463

3532
22

2

= 0.14 

The average time entities spend in the system in terms of 

service time )( sT , utilization )(  and Erlang-C function is 

given as [8]: 

rT  = s
s T

T

N

C



















1
   (13) 

Substituting C from equation (8), )1( sT ,   =   

and expressing equation (13) in terms of average arrival rate 

   and average service rate   , rT  is: 

rT  = s
s T

T


















 



126

2
2

2

   

     = 


 11

3 22

2




















 

Since, the total arrival rate for this M/M/2 system 2  = 353 

kbps, then rT  is:  

rT = 
 

    746

1

353746

1

3537463

353
22

2

























= 1.8 sec  

The average waiting time of entities expressed in terms of 

service time )( sT , utilization )(  and Erlang-C function is 

as follows [8]: 

wT  = 


















1

sT

N

C
     (14) 

Substituting C from equation (10), )1( sT , (   = 

 ) and expressing equation (14) in terms of average 

arrival rate    and average service rate   , wT  is: 

wT  = 


















1

sT

N

C
   

= 

















 

 1

3 22

2
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Similarly, with the total arrival rate of 2  = 353 kbps for 

this M/M/2 system, wT  is: 

wT   = 
 

   























 353746

1

3537463

353
22

2

= 0.4 sec  

Similarly, if three servers are used for the queuing system, 

where N = 3 in this case, then from equation (7): 

K = 

     

       
!4

3

!3

3

!2

3

!1

3

!3

3

!2

3

!1

3

4321

321









   

   = 

     

       
24

3

6

3

2

3

1

3

6

3

2

3

1

3

432

32









      

   = 
432

32

8110810872

10810872








    

   = 
32

2

912128

12128








 

But from equation (7): 

C = 
K

K





1

1
  

   = 





























32

2

32

2

912128

12128
1

912128

12128
1










 

   = 
3

3

348

9






   (15) 

From equation (11), the average number of entities in this 

three-server queuing system, waiting and being served is: 

rN  = 



2

1



C   

where C is obtained from equation (15) to give rN  as:

 rN  = 







2

1348

9
3

3




















  

Since   , therefore, in terms of   and  , rN  is: 

rN  = 

























 










2

348

9
323

3

 

Since the arrival rate for each server is kbps5.176  

and there are three servers in this M/M/3 system. Therefore, 

total arrival rate is kbps5.5293  , thus giving 
rN  as: 

rN  = 

 
       
































 746

5.529
2

5.529746

5.529

5.52935.52974647468

5.5299
323
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      = 2.2 

Similarly, from equation (12), the average number of items in 

this three-server queuing system, waiting to be served is: 

wN  = 








 



1
C   

Hence, substituting C from equation (15) and expressing it in 

terms of   and  , taking into account that arrival rate for 

M/M/3 system is kbps5.5293  , then wN  becomes: 

wN  = 

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Also, from equation (13), the average time entities spend in 

the system in terms of service time )( sT , utilization )(  

and Erlang-C function for M/M/3 system is given as: 

rT  = s
s T

T

N
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Since )1( sT , (   =  ) and C can be obtained 

from equation (15), rT  is now: 

rT  = s
s T
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Similarly, from equation (14), the average waiting time of 

entities expressed in terms of service time )( sT , utilization 

)(  and Erlang-C function is: 

wT  = 

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This can be expressed in terms of   and  , given that 

)1( sT , (   =  ) and C can be obtained from 

equation (15). 
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3. RESULTS AND DISCUSSIONS 
Using equations (1) through (15), the values of respective 

parameters for each of the models were computed and 

tabulated as represented in Table 2. These parameters include, 

the average number ( rN ) of entities being served, the 

average number ( wN ) of entities waiting to be served, 

average time ( rT ) entities spend in the system and average 

waiting time ( wT ) of entities in the queue. 

 Table 2: Parameter Values of Different Mode 

Model  

Type 

No of 

Servers 

Parameter values 

Nr Nw Tr(µs) Tw(µs) 

M/M/1 1 0.31 0.07 1.8 0.4 

M/M/2 2 1.1 0.14 1.8 0.4 

M/M/3 3 2.2 0.8 1.9 0.5 

 
From the parameter values represented in Table 2, a single 

server queuing model is preferred over a multiserver model 

because it has lesser average number of entities resident in the 

system and those in the queue waiting to be served, as well as 

lesser average response time and waiting time. Furthermore, 

M/M/1 is preferred because it represents the best case of the 

family of single server models with a unity scaling factor and 

well defined Poisson arrival rate and exponential service time 

[4]. 

 

Fig. 3: Comparison of Mo Numbers of Entities  

From Fig. 3, multiple server model has more entities in the 

queuing system than a single server model. Also, the number 

of entities in the system increases with an increase in the 

number of servers available. These are equally true for both 

entities resident in the system and those waiting in the queue 

for service. 

 

Fig. 4: Comparison of Response and Waiting Times 

Time comparison of the models is not apparent when the 

number of servers is not more than two because both the 

single server and the double server models give the same 

response and waiting times. The superiority of the single 

server model becomes evident only when the number of 

servers is more than two. The single server model registers 

faster response time and lesser waiting time than the multiple 

(three) server model as represented in Fig. 4. 

4. CONCLUSION 
It was discovered that the average number of entities in the 

system to be served, and the average number of entities in the 

queue waiting for service for M/M/1 model are lesser than 
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their corresponding numbers for both M/M/2 and M/M/3 

models as shown in Table 2 and Fig. 3 and Fig. 4.  

Furthermore, the average time entities spend in the system and 

the average waiting time of entities in the queue for 

M/M/1model are also lesser than those of M/M/3 model. 

However, there is no time difference between both M/M/1 and 

M/M/2 models. Hence, the scope of the study can include 

higher number servers in order to get a true picture. 

Therefore, M/M/1 was found to be better than M/M/3 because 

of lesser {(2.2-0.31)/2.2*100 = 86%} number of entities in the 

system and lesser number of entities (91%) in the queue 

waiting for service, as well as having faster {(1.9-

1.8)/1.9*100 = 5%) response time and lesser (20%) waiting 

time. Others were calculated likewise. 
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