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ABSTRACT 

In recent years, the convergence in sensing environments and 

pervasive computing has opened a scope for human activity 

recognition research. In this paper, we form populations from 

smartphone accelerometer and gyroscope sensor training-

based data for Human Activity Recognition (HAR). In the 

same vein, we described in this work an Activity Recognition 

database, assembled from the recorded activities of 24 

subjects doing Activities of Daily Living (ADL). The paper 

then aggregated this time- series data into features and subsets 

of features were selected using two filters based, classifier-

independent feature selection methods. We used 10-fold 

cross-validation strategy to validate the experimentation. 

Evaluation of the variation of generic decision tree classifiers 

showed that the feature subsets bring forth acceptable 

performances than classification with the entire feature set 

resulting in productive computer overhead in the reduced 

feature subset. Therefore, classifier-independence feature set 

should be useful for developing and improving HAR systems 

across and within populations. 

General Terms 

Activity Recognition, Data Mining, Classification, Sensors. 

Keywords 

Feature Selection, activity recognition, classification model, 
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1. INTRODUCTION 
The Activity Recognition umbrella approaches aim to infer 

from the sensor data the actions performed by a person 

regarding a set of observations of him/herself and the 

surrounding environment. Recent achievements in the field of 

machine learning and data mining have enabled activity 

recognition research using smart homes sensing data to play a 

direct role in improving the quality of life. With these trends, 

the motion sensors in the form Accelerometry is currently the 

most exploited technology in physical activity monitoring [7]. 

Physical activity means either static postures, such as 

standing, sitting, lying or dynamic motions, such as walking, 

running, stair climbing [13]. Human activity recognition 

(HAR) [6], deploying wearable sensor in the form of 

accelerometer and gyroscope can retrieve possible 

information from the body postures and movements. 

Automatically recognizing human activities in an 

experimental setting leads many applications in areas such as 

smart pervasive environments in [1, 2, 7] and healthcare [5]. 

Smartphones with accelerometer and gyroscope sensors are a 

convenient, minimally invasive, low-cost approach for 

mobility monitoring. Apparently, we divided this work into 

typical three principal components [4] to implement the 

activity recognition task using supervised learning. In the low-

level sensing module, we first collected accelerometer data 

from twenty-four users. The system lets the user performing 

activities such as strolling, running, ascending, descending, 

Relaxing (sitting inhaling), and Relaxing (standing exhaling). 

In the feature selection and processing module, we then 

aggregated this raw time series accelerometer data into 

examples using WEKA data mining tools [17]. We provide an 

in-depth research analysis that could benefit from mining 

sensor data from these powerful mobile devices and to 

employ these data through feature selection and machine 

learning related to HAR. Activity monitoring systems using 

sensors embedded in modern smartphones (accelerometers, 

gyroscopes, etc.) avoid the need for wearable components in 

user body. Therefore, such systems are non-intrusive and have 

high acceptance in everyday life. To help discriminate 

between activities and feature selection and classification for 

predicting activities, we use WEKA as a machine learning 

tools for data mining. WEKA is a machine learning 

workbench that supports many activities of machine learning 

practitioners, and it can be easily extended or customized with 

new classifiers, clusters, attribute selection methods and other 

components. 

Android platform supports different broad categories of 

Accelerometry in the form Android-based gadgets and 

provides API for application development. We procured a 

substantial portion of the data for our research through a 

triaxial motion sensor Accelerometer [4, 8]. These particular 

types of accelerometer return a real-valued stream of tuples of 

real numbers acceleration along the x, y and z-axes from 

which, the open-source Android API determined velocity and 

displacement.  In this paper, we identified trainable window 

data (extracted features) by windowing an activity signal and 

fed into HAR using smartphones. This setting allows us to 

collect various populations independent of the classifier. This 

objective was achieved by examining a diverse dataset, using 

two different populations in a feature subset selection module 

independent of the classification module. Identifying feature 

subsets that improve activity classification will improve 

mobility monitoring models for use in future classifiers. 

Recognizing activities based on sensor reading is challenging 

because sensor data are inherently noisy, and human activities 

appear in a non-deterministic fashion. A critical issue is to 

develop appropriate activity models that map low-level sensor 

features to high-level concepts. Probabilistic models gain 

more popularity as sensor reading are usually noisy, and 

human activities show stochastic nature. Typically, static 

classification and temporal classification are the two forms of 

Probabilities model. In static classification, typical static 

classifiers first extract a variety of features from sensor 

readings, and then activity classification happens with a static 

classifier. Interesting works reported in the literature over the 
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years, concerned, among other aspects of training-based 

generic classifiers like Naïve Bayes [3], decision tree 

[4,11,13]. Moreover developments such as K-nearest neighbor 

(kNN) used in [3, 8, 15], and Support Vector Machine (SVM) 

used in [8] are popular. The HAR signal processing involves 

the acquisition, representation of sensor data, segmentation 

(windowing) for time frame representation of sensor data, 

dimensionality reduction (feature selection), and classification 

[7]. Features are application dependent data from data 

window, usually calculated by a process of windowing in the 

form of signal magnitude, area, etc. from signal steps or full 

acceleration [8]. HAR approaches exist in the literature as a 

package of the limited sampling of sensor data, preprocessing 

techniques, defined feature subset and classification 

algorithms and feature set and post-processing result. 

Therefore, extracting meaningful information to guide HAR 

algorithm development is complicated. Wyatt et al. [14] built 

their activity models by a bootstrap method, in, the accuracy 

may drop apparently with the inclusion of activity model in 

real-world scenarios. In contrast, our sensing module 

segmented data with for every user with 10-second example 

duration that does not eventually lead to a drop in accuracy. 

Consequently, in our system, four out of six activities show 

accuracy over 90%. Moreover, regarding hardware 

implementation they use a multimodal sensor, whereas, we 

have not used that extensive architecture. 

The existing observed methodologies in the literature of 

Activity recognition datasets serve to propose machine 

learning algorithms and choose the optimal one for having 

relatively better results for their particular domain. Cho et. al. 

[6] deployed an embedded image sensor in single tri-axial 

accelerometer, worn at the user's waist, to identify nine 

activities. However, Multi-sensor approaches leads to 

incorporation of multi-type phenomena into devices. Our 

approach from existing literature revolves around the idea that 

an accelerometer the sensor of main interest in this paper is 

needed to recognize most daily activities. Thus, our method 

offers a practical implementation for the collection of the 

dataset in different dimensions. Also, the characterizing 

aspect of the study is to throw light on the effect of feature 

selection. Therefore, to identify feature subset as the motion 

or activity occurs to different dimensions of the data in real 

time with mobility monitoring is the objective [10]. The 

system should be facilitated in such way so as to choose the 

informative optimal feature subset for the distinct feature 

spaces with large samples of datasets in HAR. Having 

justified our approach for the practically practical application, 

in next few sections, the rest of this paper appears as follows. 

We describe our activity model and describe the process for 

addressing the activity recognition task, including data 

collection. Next, in section 2, we go on for data preprocessing, 

and data transformation to start with experimentation with the 

test bed data and with several known supervised learning 

algorithms. Toward the end, in Section 3, we conclude the 

work and write our future aspirations with the system. 

2. DATA COLLECTION AND 

FEATURE CONSTRUCTION 
In this study, we take into account six body movements: 

strolling, running, going up stairs, going down stairs, Relaxing 

(sitting inhaling), and Relaxing (standing exhaling). We 

selected these movements, because, most of these actions 

involve repetitive motions, and we believe this should also 

make the actions easier to recognize. Preprocessing, 

windowing, feature extraction were the carefully handcrafted 

setting that was required for the subjects carrying an Android-

based smartphone for the purpose of the data collection. 

Subsequently, it was controlled by a small Android 

application [20]. This application, provides a simple graphical 

user interface for recording the user's name, start-stop the data 

collection, and label the activity being performed [16]. The 

motion sensor devices (Android Operating System based 

mobile) generates data in every millisecond. In all cases, we 

performed data acquisition for windowing with 5 minutes 

keeping in mind the occlusions and interference of sensors. 

This act gives us 30 thousand examples of raw data for an 

activity performed by each subject. While collecting test data, 

we address this bias problem by using subjects completely 

unaffiliated with any of the researchers, as such, he may not 

perform an activity in a manner favoring the recognition 

system. An accelerometer—tied with the body pinpoints the 

projection along its sensitive axis of the special force f 

exerted. Next, each reading in those 30000 examples 

contained a stream of tuples of real numbers representing the 

acceleration in x, y and z-direction with 60 Hz. This window 

the Acquisition results in three-component vectors of samples 

stored in 𝒎𝒂𝒕𝒓𝒊𝒙 𝑩 the   

𝐵𝑖 = [𝑋 𝑌 𝑍] 

There are two types of acceleration components. Firstly, the 

linear acceleration component a, due to body motion, and 

secondly, the gravitational acceleration component, g —both 

projected along the sensitive axis of the accelerometer and 

results in the special force. In common parlance, the zero-

frequency (DC) component relates the low-frequency 

component of the acceleration signal while the AC component 

relates the high-frequency component of the signal [15]. The 

DC component takes care of the static posture while the 

counterpart does activities with a dynamic motion like 

walking, shaking head. The feature variables of interest in the 

existing literature constructed from the raw sensor data within 

sliding windows with finite and constant width are called data 

frames. In our paper, the construction of features is specific to 

problems and popular among practitioners observed in the 

literature. The signal average from the data samples in each 

frame measures the DC component of the feature vector. The 

DC component of the acceleration thus forms the body 

postures by the gravity director. The variance constitutes the 

average of the squared samples within each frame. The signal 

energy and distribution of the frequency domain are other 

popular choices. We extract features from the data window in 

the form of the frequency of steps or overall acceleration as 

these measurements help us to distinguish between running, 

strolling, and standing. Our experiments consist of two major 

tasks: Data Preprocessing and Feature Selection. Both tasks 

are described follow: 

3. EXPERIMENTATION 

3.1 Data Preprocessing 
Data preprocessing technique involves transforming raw, real 

world data often characterized by incomplete, inconsistent, 

error-prone and lacking in certain behaviors or trends into an 

understandable format. We solicit to prepare the data with the 

objective of Data preprocessing with the input data for 

discriminant classification state. To transform the collected 

raw data into discrete weighted average value in X, Y and Z 

direction format, next few subsections talks on process 

segmentation of the acceleration data. 
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Fig 1: Feature construction in our dataset 

To collect data for every 10-second segment, we divide the 

collected 30 thousand raw data into three equal bins. Each of 

these bins contains approximately 1000 of raw data samples. 

Firstly, we added three temporary attributes (bin_col_x, 

bin_col_y, bin_col_z) for every axis. Taking into account of 

these attributes, Firstly, we determine the achievable range of 

values for each axis (maximum-minimum). We framed the 

range into ten equal frequency bins with the attributes and 

then estimated what fraction of values fell within each of the 

bins.  Secondly, we generated the following attributes. 

We generated a total of forty summary features, although 

these are all variants of just six basic features. These features 

are: 

Binned Discretization: we here divide the range into ten equal 

bins. Later the other features are taken as the Mean value of 

the accelerations: Average acceleration value distributed at 

three axes, Standard Deviation of the acceleration, Average 

absolute difference records the duration of action, the Average 

resultant acceleration due to RMS of the acceleration value 

that is recorded in Figure 1. 

3.1.1 Binned Discretization 
The range of maximum and minimum value for equal bining 

were chosen. Subsequently, we divided this range into ten 

equal size bins. Here, the value of accelerometers has three 

variants with average acceleration values distributed at the 

three axes, and average orientation pointed at three directions 

give thirty attributes for three axes (ten bins for each axis). 

3.1.2 Mean Value of the acceleration 
This mean value of accelerometers has three variants with 

average acceleration values distributed at the three axes, and 

average orientation pointed in three directions. It has three 

attributes corresponding to XAVG, YAVG, and ZAVG 

respectively. With average acceleration values distributed at 

the three axes and average orientation pointed at three 

directions give thirty attributes for three axes (ten bins for 

each axis). 

3.1.3 Standard Deviation 
It is the standard deviation of each of the acceleration and 

orientation values within the duration. There are three features 

in this of this type. A counterpart of data variance helps 

discriminate between presence and absence of motion. 

Standard Deviation 

3.1.4 Average absolute difference 
This kind of feature variant is defined as the difference of 

readings between action duration defined in section 3 and the 

mean value over those readings for each axes. There are three 

features of this feature variant. 

3.1.5 Average Resultant Acceleration 
This feature is the outcome due to the variance. It is deduced 

by taking square roots of the sum of the values of each axis 

squared  

 𝑥𝑖
2 + 𝑦𝑖

2 + 𝑧𝑖
2  

Moreover, the making an average. There is one feature 

corresponding this feature variant.  

The In our system, each activity accompanies a different 

number of examples generated for each user. These variations 

are due to the physical limitations of spent time for each 

action of each user and correspondingly impacts time. 

Another feature we consider is the length between successive 

peaks. This feature is important as it characterizes the periodic 

patterns of repeated waves in motion for the substantial period 

and in this situation activities are easier to detect. Then simple 

heuristic constraints the offset to pick the minimum peaks on 

each axis that satisfy the offset value. We define the offset as 

a comprehensive measure as the third quartile of the highest 

peaks represented in the sample duration. In the case of the 

absence of offset, the offset can be lowered to find at least 

three peaks to form an average among the time between 

successive peaks. This heuristic, although simple, is 

worthwhile for our purpose. Here, bin defines the 

continuously converted data into discrete sets of similar 

values. Then WEKA preprocessing tool is used to divide the 

raw data into 10-second segments. The duration of each 

segment is termed as the Action Duration (AD). We chose a 

ten-second length AD because we saw that it provided 

sufficient time to capture several repetitions of the motions 

involved in some of the six actions. 

From every AD, we chose all example for per person and 

activity and then divide the acceleration data of each axis. We 

generated a total number of forty summary features in Figure 

1. 

3.2 Feature Selection 
We Data representation, coming out from smartphone sensor 

data, regarding feature variables, have been identified and 

evaluated for HAR [10, 11]. The feasibility related to the 

achievement of the optimal feature set is minimal because of 

the high computational costs connected to search the desired 

feature from large sample space. 

 Feature selection from the signal with high information 

content is necessary to identify the salient candidate features 

in high dimension feature space. This step of Data Mining 

detects and discards the demonstrated extra pruned features 

that perform less significantly to cause a correct response of 

the classifier. A feature is considered a statistical candidate in 

its evaluation if removing it decreases the prediction power. 

Moreover, the feature is considered redundant if another 

relevant feature exists with similar predicting power. We can 

categorize Feature selection methods as wrapper, filter, or 

embedded techniques [11, 17]. Filter methods consider data's 

correlation characteristics, information theory to evaluate 

features independent of a classifier [19]. A wrapper method 

wraps around a classifier using bias of the particular classifier. 

Thus, both of the latter two methods generate classifier 
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specific results used for the task. Hence, weights of features or 

in special,  feature subset selection may only be useful using 

that particular classifier during filtering.Therefore, the latter 

two methods may produce feature weights or ranked list of 

features suitable only for a particular task in hand. 

ReliefF [11] is an extension of Relief family of the algorithm 

is lately the popular filter method among researchers that 

ranks features by weighting them with the values that 

distinguish between the instances based on the nearest 

relevance points. For each instance as a representation of 

examples, the algorithm finds the closest context (data point 

from the same class) and nearest misses (data points from 

different classes). Thus, it can be applied to contextual 

information problem returned as ranked features list in the 

subset and can correctly estimate the quality of relevance 

among attributes in problems with strong dependence between 

attributes. 

Table 1. Feature subset in feature space for Classifier 

DataSet RFTree FCBF 

Data 

Population 

2,40,43,42,44,

41,39, 

1,45,34,37,35,

22,36, 
12,32,20,17,21

,18,16, 

13,15,9, 

4,28,11,3, 
27,19,10, 

30,14,6,31, 

23,8,7, 

5,29,25,24, 
26,33,38 

40,45, 
41,19,36 

 

The Fast Correlation-Based Filter (FCBF) method takes into 

account the high correlation between features and the 

concerned classes and selects the dominant features from its 

redundant neighbors. Symmetrical uncertainty serves as the 

factor for the subsets of features, and the algorithm can detect 

inessential features and henceforth faster selection with a high 

level of dimensionality reduction is achieved. 

 Pragmatically these two filter methods churn out multiple 

features from a common data set. Specifically, Relief-F comes 

as handy in case data interdependencies could happen, for 

example, interdependencies between fields in case of from the 

same accelerometer sensor data. FCBF is desirable as it draws 

features that have high correlation and distracts features that 

are uncorrelated with each other. In the space of highly 

correlated features, it is necessary to prune irrelevant and 

unnecessary features and identify features that can be used in 

a body to increase performance. FCBF usually avoid feature 

overhead by choosing smaller subsets than Relief-F, thus 

saves computational cost. It is noticeable that fewer features 

are beneficial and ideal in a wearable system. Table 1 shows 

the two feature selection methods 

4. ACTIVITY CLASSIFICATION 
Activity Classification is a form of data analysis that can be 

used to induce models from the training set to label attributes 

from classes. Moreover, it can be used to predict future data 

trends or target attribute over test data by finding the 

accuracy. If the accuracy is considered acceptable, the rules 

can be applied to the classification of new data tuples. 

Intuitively for choosing classifier, the manual intervention for 

handcrafting of classifier parameters sometimes is harmful to 

achieving good generalization properties of the classifier 

itself. We used generic classification algorithms from the 

WEKA data mining suite [17] to induce models for predicting 

the user actions. To verify if the features selected are 

informative, we use different classification methods for 

classifying the six activities. We compare the classification 

results obtained using several generic classifiers of Decision 

trees and probabilistic model [17]. It includes Decision Trees, 

a Random Forest of 10 Decision Trees, Bagging of 10 

Decision Trees. We considered Adaboost using decision trees 

as base classifiers. The data set has been created using the 46 

features selected by the REliefF. In each case, ten runs were 

chosen as default settings and crafted the parameters for good 

generalization characteristics. We use 10-fold cross-validation 

[19] validation stratification procedure. It ensures that each 

fold contains approximately the same proportions of different 

classes for all experiments as a measure of finding accuracy. 

A decision tree is a flowchart-like tree structure, in which 

each internal node performs a test on an attribute. Each branch 

represents an outcome of the trial, and each leaf node holds a 

class label. J48 is the version of decision tree implemented in 

WEKA. After applying the C4.5 Decision trees (J48) in our 

data set with another classifier, we found the resulting output 

in figure 2. 

The RF [11] belongs to one of the newest algorithms and is a 

non-probabilistic decision tree based classifier. The algorithm 

generates some decision trees. For each tree, the algorithm 

considers only a random subset of the available data. 

Additionally at each node, the split happens with only a 

random subset of all features. The final trees do not show any 

pruning. Each tree experience classification operation and a 

majority vote over all trees decide which class label is 

assigned. The RF classifier is considered to provide resistance 

to over-fitting that guarantees generalization to new data. 

Bagging [17] can do classification and regression depending 

on the base learner with the ultimate aim to reduce variance. 

Bagging provides a sample "with replacement". We can 

choose here the bag size. For example, a bag size of 100\% is 

going to sample the training set to get another set the same 

size. That means we are going to get different sets of the same 

size every time we sample, but each set might contain repeats 

of the original training. The datasets that are marked with 

asterisks are used in bias-variance estimation experimental 

study. Figure2 presents for each data set the zero-one loss, 

which is obtained by the ten test folds to give an averaged 

accuracy of an algorithm. Statistically, we interpret 

win/draw/loss record (W/D/L) from the result in the figure. 

The record counts the number of data sets for which one 

algorithm performs better, equally well or worse than the 

other on a given measure. 
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Fig 2: Result of WEKA experimenter for the performance comparison of different classifiers. 

 

 

Fig 3: Random Forest classifier without Attribute selection 

 

Fig 3: Random Forest classifier with Attribute selection 

A difference is assessed as significant if the outcome of a one-

tailed binomial sign test is less than 0.05. The annotation v or 

* indicates that a specific result is statistically better (v) or 

worse (*) than the baseline scheme (in this case, ZeroR) at the 

significance level specified (currently 0.05). At the bottom of 

each column after the first column is the count of how many 

times other algorithms are better, equal or statistically worse 

than baseline schemes. The result shows that random forest 
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was equal to baseline scheme once, trees are worse once, 

Bagging was once equal to baseline scheme, and logistic 

performs the same as Bagging for the baseline. Figure 3 and 

Figure 4 respectively show the classification accuracy is 

obtained using Random Forest with and without ReliefF 

attribute selection. The Relief-F subset does not provide 

eliminated list of features for all populations when comparing 

these six activities. We take the features that are assessed to 

rank well for each single acceleration axis such as the 

cumulative sum of y linear acceleration, the skewness of z-

acceleration, kurtosis of x-gravity, etc.). The activities augur 

well for body orientation, and the, therefore, a combination of 

generic features give an indication of the person's posture. 

Correspondingly, it is observed from the Table 1, the features 

selected by Relief-F were not similar to the ones chosen as 

FCBF as this is the ranked list of features, not the curtailed 

one. The observation from the figure indicates that feature 

elimination from the feature space during feature selection 

discovered redundant features and did not show the potential 

contribution to the classification accuracy. It reveals that the 

reduced computational overhead associated with the classifier 

performance results from the suitable feature selection and 

reduced feature subset. Table 2 shows the accuracy with 5418 

examples in the dataset. It shows the much larger gap of 

accuracy with and without attribute selection with FCBF for 

Random Forest, however, yet the difference is not significant. 

Figure 3 and Figure 4 also show the Weka-generated 

confusion matrix for the Random Forest classifier. Moreover, 

those include Precision, Recall, and F-measure values. 

Precision measures the number of correctly identified 

activities among those classified as the activity. Recall 

denotes the proportion of instances classified as activity x, 

among all instances that are activity x, and the true positive 

value it relates. The F-measure which equals to  

2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

combines precision and recall values in a hybrid measure of a 

test’s accuracy. 

Table 2. Performance Comparison of Three Classifiers 

Classifier Accuracy Kappa 

DT Classifier 89.4611% .8559 

RF with 

Attribute 

Section 

92.691% .9011 

RF without 

Attribute 

Selection 

88.3% .8011 

Bagging 93.3011% .9086 

AdaBoost 73.3011% .7214 

The F-measure shown for each class shows that how each 

activity can be classified with high precision and recall. In 

particular, activity with the best performance is strolling and 

walking from the confusion matrix as they have distinct 

characteristics in producing signal variations along three axes 

in which running evokes significant accelerations at a certain 

frequency. Bagging and Random Forest are the best classifiers 

that give the best performances for each class. Surprisingly 

enough from the observations is that the similar activities like 

ascending and descending stairs have some confusions 

between those and far apart in the value from strolling and 

running. Relaxing sitting and relaxing standing have similar 

values far apart from the running and strolling. Both of these 

activities resemble very non-periodic acceleration signals. The 

F-measure does not present significant difference between the 

classes that means that six activities can be recognized with 

high confidence. 

Kappa Statistics which is an analog of correlation coefficient 

serves as an excellent choice for showing the classification for 

the distribution of the data in an unbalanced dataset and 

Accuracy does not show the actual classification in an 

unbalanced dataset. [19]. Its value starts from zero for no 

correlation and approaches to one for the very distinct 

statistical correlation between the class label and attributes of 

instances, i.e., among the categories of strolling or running 

and the values of their descriptors. The area under the curve 

(AUC) for Roc (Receiver Operating Characteristics) [19] 

values in both figures indicate the performance of this 

classifier; the larger the area, the better is the Algorithm. 

Ranking based evaluation metrics is used increasingly in 

machine learning and data mining community when dealing 

with imbalanced data [17]. When the data are imbalanced, 

cost-sensitive methods must be considered as well. 

5. CONCLUSIONS 
Toward the end, in this paper, the purpose of the study is to 

determine the effect of feature construction in different 

dimensions and feature selection in the reduced subset for the 

classifier performance on identifying activity. With this aim, 

we have aggregated the raw time accelerometer data into 

examples, in which WEKA software tools labels each 

example with the activities that took place. A comparison was 

made with accuracy and other evaluation measures regarding 

feature selection and without feature selection.  This 

comparison shows us our hypothesis on the effectiveness of 

feature subset space over classification accuracy. Random 

Forest appeared to be the best classifier. Pursuant to the 

earlier discussion, the experimentation eventually leads to 

finding the accuracy to meet our hypothesis that transformed 

data may result in equally well or better accuracy. 

Consequently, we may conclude that, all the parameters that 

define the classifier performance experience the equivalence 

with reduced feature set. Thus, it effectively minimizes the 

computation burden on the HAR. In future, the system must 

recognize interleaving activities, and deployment of 

intelligent agents could unobtrusively prompt the user for new 

activity labels and use these labels to build new activity 

models. We believe that multitude of classification techniques 

can be employed to raw sensor data Furthermore, we intend to 

leverage our Android-based data collection/data mining 

platform to the fullest extent possible. 
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