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ABSTRACT

The use of multiple channels for transmissions has raised several
challenges, for example, multi-channel hidden terminal problem,
channel switching delay, and control channel saturation problem.
Dedicated control channel techniques simplify channel coordina-
tion by eliminating the need for synchronization, however the con-
trol channel may become the bottleneck for the performance of
the network. A better trade off which can solve the coordination
problem, and can mitigate the control channel bottleneck is desir-
able. Least Channel Variant Multi-channel MAC (LCV-MMAC)
is a multi-channel MAC based on IEEE 802.11 MAC. The novel
part of this protocol is the channel assignment technique, where
a mechanism to avoid unnecessary channel assignment and thus
channel switching is used. Further, LCV-MMAC avoids channel
contention when the control channel is highly saturated. In this pa-
per, we explore the properties of LCV-MMAC through extensive
simulations with the help of ns-2, and compare it with popular ex-
isting multi-channel MAC protocols in different mobile and static
random topologies. Experimental results validate that LCV-MMAC
achieves significantly better aggregated throughput, and fairness in-
dex than other multi-channel MAC protocols in different random
network scenarios.
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1. INTRODUCTION

Wireless communication requires access to the wireless medium.
Most of the popular MAC protocols [4] called single-channel MAC
protocols assume a common shared channel to communicate over
the network. IEEE 802.11 MAC is one of the most popular single-
channel based MAC protocols [2]. IEEE 802.11 MAC performs
well in single-hop scenarios; however, its performance is detri-
mental in multi-hop network scenarios due to its CSMA-based ap-
proach. Wireless Sensor Networks (WSN) MAC protocols must be
capable to operate under different challenges posed by shared ac-
cess to wireless channel. Examples include collisions caused by the
hidden node terminals, and the local contention caused by heavy
channel access which degrades the performance of sensor nodes.
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Time Division Multiple Access (TDMA) protocols have been used
to solve these problems but they are too conservative to handle in-
terference. They assume interference is binary in nature, i.e., it ex-
ists or not, however in reality it is probabilistic and is calculated
according to the Signal to Interference plus Noise Ratio (SINR)
model [[10].

It is possible to exploit the channel diversity and capacity of the
wireless networks by using multi-channel MAC. Performance of
both single-hop and multi-hop wireless networks can be improved
by dividing the available bandwidth into multiple channels, and
providing access to these channels with the help of multiple ac-
cess protocols. If a node is allowed to switch over multiple chan-
nels, a tremendous increase in throughput is possible immediately.
The use of multiple channels reduces the probability of collisions.
One more benefit which can be achieved by using multiple chan-
nels is the fairness. Due to hidden/exposed node problems in IEEE
802.11 MAC protocols, some flows are at a disadvantage due to
topology design resulting in unfairness. Multi-channel MAC can
alleviate this unfairness by shifting the disadvantaged flow to a dif-
ferent channel. In IEEE 802.11 devices equipped with half duplex
transceivers, it is a challenge to design multi-channel MAC proto-
cols which can fully exploit the channel diversity. In half duplex
transceivers, a node is able to transmit or receive at a time. Due to
this problem a node is not able to listen on a channel when it is
transmitting or receiving on a different channel causing a problem
we refer to as multi-channel hidden terminal problem.

Further, in multi-channel MAC protocols three important issues
considered are channel assignment, medium access, and channel
coordination. Channel assignment is concerned with the selection
of channel to be used by a node, while medium access is handling
the contention or collisions experienced during a specific chan-
nel access. In order to communicate successfully, it is important
to negotiate/coordinate the channels effectively to avoid the multi-
channel hidden terminal problem. If channel assignment and coor-
dination is perfect, the capacity of the networks can be fully ex-
ploited.

In [7], we introduce a Least Channel Variation Multiple Channel
Medium Access Control (LCV-MMAC) protocol which uses a lim-
ited number of channels and a half-duplex transceiver. Frequent ex-
change of control messages due to frequent channel switching re-
sults in control channel saturation problem which builds up queues
at the control channel for retransmissions in order to negotiate data



channels. LCV-MMAC mitigates the control channel saturation and
channel switching delay improving the aggregate throughput. LCV-
MMAC is simple and does not need any network wide periodic
synchronization. It avoids frequent channel switching and channel
contention, if there is no significant performance gain.

We explore the properties of LCV-MMAC through extensive sim-
ulations with the help of ns-2, and compare it with popular exist-
ing multiple channel MAC protocols in different random topolo-
gies including mobile and static. Experimental results validate that
LCV-MMAC outperforms other single channel and multi-channel
MAC protocols in different mobile and static random network sce-
narios. LCV-MMAC achieves better aggregate throughput, latency
and fairness index compared to other multi-channel MAC proto-
cols.

1.1 PERFORMANCE ISSUES IN
MULTI-CHANNEL COMMUNICATION

Multi-Channel Hidden Terminal Problem

In multi-channel wireless network scenarios, the multi-channel hid-
den terminal problem is an inborn problem [9]. This problem arises
when a node is not able to listen to the handshake procedure on
the control channel while it was busy on the data channel for
transmission. This node has no information about the channel be-
ing reserved by the other nodes during the handshake procedure
and therefore may inadvertently select the same data channel for
the next transmission, thus causing a collision. Dynamic Channel
Assignment (DCA) [25] solves the multi-channel hidden terminal
problem by using two transceivers, one of which is permanently
tuned to the control channel and a node is able to listen on the
control and data channel simultaneously, however this solution is
expensive. Multi-channel MAC (MMAC) [16]] solves this problem
by using a split phase approach where handshake occurs during
the control phase, and therefore neighboring nodes have informa-
tion about the channel usage. Another possible solution to reduce
the multi-channel hidden terminal problem is careful channel se-
lection.

Missing Receiver Problem or Deafness

Another common problem in multi-channel MAC protocols is the
missing receiver or deafness problem, which occurs when a re-
ceiver is not able to receive the control packets because it was
busy in transmission on some other channel and therefore is not
able to respond. Missing receiver problem persists in the protocols,
where a dedicated control channel is used to exchange the control
messages. This problem induces an increased number of retries re-
sulting in congestion, delay and unfairness [6]. DCA [25] avoids
this problem by using multiple transceivers, one of which is always
tuned to the control channel, and therefore the receiver cannot miss
any control packet. MMAC [[16] uses the control phase to exchange
any channel information, and therefore the receiver cannot miss the
channel information.

Channel Switching Delay Problem

Multi-channel MAC methods based on dynamic channel assign-
ment require unnecessary switching of the radio on different chan-
nels without any performance gains, which adds delay, and in-
creases the overhead of channel negotiation and coordination. In
IEEE 802.11b, the time required to switch from one channel to an-
other is 224 s [1]] , and in Chipcon C'C'2420 radio it is 300us [3].
Control Channel Saturation Problem

In dedicated control channel based MAC approaches, the control
channel has significant impact on the aggregated throughput of the
data channels. Compared to the three other categories of multi-
channel MAC protocols, i.e., split phase, frequency hopping, and
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multiple rendezvous, dedicated control channel based approaches
do not need any synchronization and therefore are simple to im-
plement. However, one of the drawbacks of such approaches is
the control channel saturation problem due to channel negotiations.
This may result in underutilization of data channels. This problem
has been discussed in detail in [[14] and [22]. DCA [25] is an exam-
ple of a multi-channel MAC protocol which is prone to the control
channel saturation problem. Certain dedicated control channel ap-
proaches based on the IEEE 802.11 MAC standard have been pro-
posed with improved performance. In [26], the original MAC de-
sign has been improved in terms of energy efficiency, however the
control channel saturation problem has not been addressed. In [,
an approach is proposed to reduce the underutilization of data chan-
nels due to the control channel reservation process. This scheme
improves the aggregated throughput of data channels when the con-
trol channel is not saturated.

2. RELATED WORK

In this section, we review some existing multi-channel MAC pro-
tocols which suffer from the control channel saturation problem.
Vaidya and Jungmin [[16] propose Multi-channel MAC (MMAC)
which is a well known time multiplexed (split phase) multi- chan-
nel MAC protocol. MMAC periodically transmits beacons with a
beacon period of 100ms, which is further subdivided into an Ad
hoc Traffic Indication Message (ATIM) window of 20ms and a
DATA window of 80ms. MMAC exploits ATIM windows of IEEE
802.11’s Power Saving Mechanism (PSM) and extends it for chan-
nel reservations. During the ATIM window, all nodes listen on the
common control channel and contend for the free channels. After
channel reservation, data transmissions take place on all the avail-
able data channels during the DATA window. For data transmission,
both sender and receiver switch to the reserved channel. In order to
handle the hidden terminal problem, MMAC also uses RTS, CTS,
and Reservation (RES) packets to negotiate the data channels dur-
ing the ATIM window. These messages also help to update the in-
formation about the reserved channels. Although MMAC requires
only one transceiver at each node, the use of synchronizing beacons
adds complexity in its implementation. Further, periodic exchange
of RTS/CTS, ATIM, ATIM Acknowledgement (ATIM-ACK), and
ATIM Reservation (ATIM-RES) packets during the ATIM window
negatively impact the efficiency of the control channel resulting in
reduced scheduling capacity. In MMAC, during highly congestive
scenarios, how to solve the control channel saturation problem re-
mains open.

DCA [24] is a multi-radio multi-channel MAC protocol and re-
quires two radio interfaces. One interface is permanently tuned to
the control channel to facilitate the channel negotiation process.
The second interface is able to dynamically switch to a reserved
data channel to transmit or receive data. In DCA, access to the con-
trol channel is similar to IEEE 802.11 MAC. The use of a dedicated
control channel eliminates the need for synchronization. Further,
the RTS/CTS mechanism on the control channel tuned to the ded-
icated radio interface makes DCA more immune to the hidden ter-
minal problem. However, one of its major limitations is the control
channel saturation, where the control channel may become a bot-
tleneck for the network performance. The right bandwidth for the
control channel is tightly coupled with the traffic; a wide control
channel results in bandwidth wastage and a narrow channel may
become a bottleneck to network performance. This control chan-
nel saturation problem has been discussed in [23]]. Further, DCA
requires an extra radio interface and therefore is an expensive solu-
tion.



Asynchronous Multi-channel Coordination Protocol (AMCP) [9]
uses a dedicated control channel and n data channels. Nodes ex-
change control messages on the control channel in order to nego-
tiate and reserve the data channel. Each node is equipped with a
half duplex transceiver where a node can transmit or receive at a
time. Each node maintains a table, where each table entry records
a channel, a bit indicating its availability and a timer indicating
the duration of the time a channel is being used by other neigh-
bouring nodes. Further, AMCP uses a pre fer variable to decrease
the probability of collisions which in turn increases the aggregated
throughput and fairness among the flows. Nodes in AMCP defer the
channel availability for a duration equal to Distributed Inter-frame
Spacing (DIFS) plus channel switching duration which negatively
impacts the capacity of the control channel. The DIFS is the amount
of time a node must wait for a clear channel before starting a new
transmission. High contention or queues at the control channel may
result in underutilization of data channels.

Bi-directional Multi-channel MAC protocol (Bi-MMAC) [11] is an
extension to MMAC with bidirectional flow of data. Bi-MMAC
uses the RTS/CTS handshake mechanism complemented with
Channel Reservation Notification (CRN). A sender explicitly sends
CRN to its neighbours about the channel reservation and its dura-
tion. Similar to MMAC, Bi-MMAC uses K channels where one
channel is used as the control, and the remaining K — 1 as the data
channels. However, Bi-MMAC differs from other multi-channel
MAC protocols by facilitating the DATA frame exchange in both
directions. In particular Bi-MMAC improves the performance of
TCP, where both the DATA and ACK packets traverse in oppo-
site directions in a network. The Bi-MMAC protocol is named as
bidirectional as the receiver may append any data to the acknowl-
edgement and send it back to the sender. This bidirectional flow of
data saves the handshake procedure for sending data from receiver
to sender. Specifically, this approach improves the performance of
TCP transfers, where TCP DATA and TCP ACKs packets traverse
in opposite directions. However, the exchange of RTS/CTS/CRN
on the control channel may result in a bottleneck in heavily loaded
network scenarios and can adversely affect the performance of Bi-
MMAC.

Receiver Directed Transmission (RDT) [15] is one of the popu-
lar works for dynamic channel selection. In RDT, each node is
equipped with a half duplex transceiver and each node assigns itself
a quiescent channel to which a node stays tuned whenever it is idle.
In order to transmit data to a receiver, the transmitter must switch
its interface to the quiescent channel of the receiver. The rest of
the transmission mechanism is similar to the 802.11 MAC protocol
with RTS/CTS enabled. After the successful data transmission,the
transmitter tunes back to its quiescent channel. RDT assumes a sep-
arate mechanism for the assignment of the quiescent channel, and
for the distribution of selected quiescent channel information to the
neighboring nodes. These mechanism can be implemented by using
a cross layer approach. In highly contended network scenarios, the
performance of RDT may be even poorer compared to single chan-
nel IEEE 802.11 MAC due to deafness and hidden node terminal
problems. Extended Receiver Directed Transmission (xRDT) pro-
tocol [13] extends RDT, in which different nodes can use possibly
different quiescent channels complemented with a busy tone radio
to inform the neighboring nodes about the ongoing reception. The
additional busy tone radio mitigates the multi-channel hidden node
and deafness problems inherent to RDT. However, the need for an
extra radio adds cost and complexity in its implementation. Further,
this scheme results in wastage of bandwidth for the control channel
used to send busy signals only.
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Local Coordination-based Multichannel MAC (LCM-MAC) [13]
needs a single interface compared to xRDT, and provides multi-
channel support by using coordinated channel negotiation and
channel switching. Local coordination in LCM-MAC helps to
schedule transmissions without the need for any time synchro-
nization. The transmission schedule of LCM-MAC consists of two
phases: control window and data window. During the control win-
dow phase, all nodes are tuned to the same channel to transmit
or receive control packets. In contrast to xXRDT, nodes use a com-
mon channel to negotiate and reserve the channel during the con-
trol window. This common channel also acts as a data channel
during the data window. Access to the control channel is similar
to 802.11 MAC. After negotiating the channel during the control
window, nodes use the reserved channel for transmission during
the data window. After transmission the nodes switch back to the
default channel to listen/negotiate any channel reservations. Addi-
tional signaling packets for channel reservation during the control
phase increase the signaling payload similar to [16] resulting in
wastage of bandwidth for the control, and data channel.

The multi-channel MAC approach proposed in [4] employs a ded-
icated control channel. Similar to LCM-MAC, the control channel
in this approach acts both as a signaling as well as data channel.
The protocol works in two phases: Contention Free Interval (CFI)
and Contention Reservation Interval (CRI). During the CRI, nodes
contend for the data channel and defer their transmission until the
start of CFIL. The deferment of the transmission results in under-
utilization of data channels and also degrades the capacity of the
control channel.

Several other multi-channel MAC protocols including receiver ini-
tiated channel hopping with dual polling [20, [19} [18] and Hop
Reservation Multiple Access (HRMA) [17] are well known fre-
quency hopping spread spectrum techniques and are worth to men-
tion here. [20] is based on a dedicated control channel approach
where nodes listen to the control channel in order to synchronize
their hopping sequence. Frequent channel hopping results in longer
channel switching delays degrading the performance of the proto-
col.

Other popular techniques include multi-radio multi-channel MAC
approaches [21} 18l [12} [15| [12]] with static and dynamic channel
selection and target improved network throughput by reducing
the number of collisions. The multi-channel approach in [§] im-
plements N data channels and a dedicated control channel. The
RTS/CTS used in this scheme is not sufficient to cope with the hid-
den node problem and therefore triggers numerous retransmissions
degrading the capacity of the control channel. This technique as-
sumes that a node is able to sense and receive on all the channels
simultaneously, which incurs high overhead cost due to frequent
channel switching.

In this paper, we evaluate the performance of a multi-channel MAC
protocol called LCV-MMAC which is based on the dedicated con-
trol channel in different random mobile and static network topolo-
gies.

3. PROTOCOL DESCRIPTION OF LCYV-MMAC

In LCV-MMAC, each node is node is equipped with a half-duplex
transceiver. In LCV-MMAUC, each node maintains a channel table
including the channel,a timer when channel will be released,and a
bit indicating the availability of the channel. In LCV-MMAC, each
node detects the control channel saturation by using the channel
busyness ratio Ry, s, as discussed below. In no control channel sat-
uration is detected, node continues with the last known data channel
without any channel switching. If no channel is known, node looks



for an available channel with minimum usage. Channel selection
is not needed for every transmission. If a neighbour already knows
the receiver’s channel, it selects the same channel for transmission.
Further, every node detects the control channel saturation by using
the channel busyness ratio Ryysy [27]. Rpysy indicates a sign of
control channel saturation. Given T,., and T;,; be the time peri-
ods associated with the successful transmission, and a transmission
resulting in collision, respectively. Then with the RTS/CTS enabled
[27]):

Tsue = rts + ccts + crn + data + ack + 3sifs + difs (1)

Teor = rts + cts_timeout + difs = rts + eifs 2)

Where rts denotes time to send an RTS, and ccts denotes time
to receive a successful CTS packet from the receiver. crn in
Equation [I| denotes the time to send a control channel reservation
notification to neighbouring nodes about the channel reserva-
tion. The data denotes the average length of the data packet
in seconds for successful transmission. sifs, and difs denote
short inter-frame spacing, and distributed inter-frame spacing.
When a node experiences a collision it adjusts its NAV with an
extended inter-frame spacing ei fs period as shown in Equation 2]
The channel busyness ratio Ry, of the control channel can be
computed as follows:

Teuc + Tcol

Rbu.sy Ttot (3)
Equation E] defines the Ry, as the ratio of the total lengths of
busy periods due to collisions or successful transmissions to the
total time 7T}, during a time interval. If the control channel is sat-
urated as indicated by the Ry, , a node continues with the last
known data channel to transmit to the receiver without any channel
switching. It is likely that the receiver stays switched on the same
channel. If no control channel saturation is detected, node contends
the control channel for to negotiate the channel with lower usage.
Once a channel has been reserved between the sender and receiver,
DATA is transferred by using it. All neighbouring nodes overhear-
ing the channel negotiation defer their data transmission according
to the duration of the transmission specified during the channel ne-
gotiation process.

4. PERFORMANCE EVALUATION

We evaluate the performance of LCV-MMAC with the help of ex-
tensive simulations by using ns-2. We compare the performance
of LCV-MMAC with MMAC, AMCP, DCA, and single channel
802.11 in different static and mobile network topologies. DCA is a
well known representative of multi-channel MAC protocols which
suffer from the control channel saturation problem. MMAC is a
representative of multi-channel MAC protocols based on the split-
phase approach, and finally we also compare the performance of
LCV-MMAC with single channel standard 802.11 MAC. We run
all experiments for a simulation time of 300 seconds. For all the ex-
periments we have used the AODV routing protocol. Unless stated
otherwise, the distance between the nodes is 250m. We have used
4 channels for LCV-MMAC, 1 for the control and the other 3 as the
data channels. Other IEEE 802.11 simulation parameters are listed
in the Table .11
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4.1 Static Random Topology Vs. Mobile Random
Topology

In order to analyse the effect of mobility on multi-channel proto-
cols we have deployed 100 nodes in a simulation area of 1000m x
1000m. We have compared the performance of LCV-MMAC with
other multi-channel protocols in both static and mobile network
topologies. Further, we simulate the mobility of the nodes by us-
ing the random way point mobility model, where nodes can move
with a maximum speed of 10m/s with Os pause time. We var-
ied the seed for both random topology generator and the random
source/destination. For 10 random TCP connections, we tested 10
random topologies yielding a total of 10 x 10 = 100 topolo-
gies/scenarios. Each simulation run lasts for 300 seconds.
LCV-MMAC outperforms 802.11 MAC and all other multi-channel
protocols in both static and mobile random topologies. We demon-
strate the mobility in the network which makes the situation some-
what more challenging for channel access and therefore use of mul-
tiple channels. In a network with mobility, a single flow may tra-
verse through multiple routes throughout the simulation and there-
fore may choose the best route at different intervals offering differ-
ent degrees of channel diversity. The full benefit of multiple chan-
nels can be realized when there is an increase in the number of flows
in the network. LCV-MMAC leverages this benefit better compared
to other multi-channel protocols, and therefore demonstrates sig-
nificant performance improvement over 802.11 MAC, and other
multi-channel protocols. In a random network due to dynamics of
control channel contention LCV-MMAC mitigates control channel
saturation and effectively utilizes the data and control channels.
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Fig. 1. Aggregated throughput versus. No. of connections in static toplogy

As shown in Figure [I] and Figure [ the aggregated throughput of
MMAC for both static and mobile topologies is poor compared to
other multi-channel protocols due to the need of synchronization.
In multi hop scenarios, it is very difficult to achieve synchronization
as only nodes which are involved in communication can exchange
ATIM messages during the ATIM window. Mobility in a network
results in increased route discoveries which increase the packet de-
lay. Multi-channel diversity in mobile networks mitigates this effect
and the use of extra channels always results in lower delays. From
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the Figure |Z| and Figure |§|it is clear that most of the multi-channel and mobile networks. However, the delay experienced by MMAC
protocols have almost the same delay performance in both the static significantly reduces in mobile networks.



In both the static and mobile random networks, Jain’s fairness in-
dex as shown in Figure [3 and Figure [6] reduces for almost all the
MAC protocols due to increased competition among the flows.
LCV-MMAC has better fairness compared with other MAC pro-
tocols for all the traffic loads.

5. CONCLUSION

The use of multi-channel MAC protocols improves the perfor-
mance of wireless networks, in particular throughput and fairness.
The main objective of most of the research in multi-channel MAC
protocols is to find out ways which can use multiple channels in
an efficient way, thus further improving the aggregated through-
put and fairness. LCV-MMAC improves the aggregated throughput
in different network scenarios including random topologies com-
pared to single channel and some other multi-channel MAC proto-
cols. Results obtained by conducting experiments reveal that LCV-
MMAC demonstrates significantly better aggregated throughput
performance compared to MMAC and AMCP in different mobile
and static random network scenarios.
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