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ABSTRACT 

Cloud computing is the long dreamed vision of computing as 

a utility, where data owners can remotely store their data in 

the cloud to enjoy on-demand high-quality applications and 

services from a shared pool of configurable computing 

resources. In the meantime, the cloud environment represents 

various difficulties. Two players in distributed computing 

situations, cloud suppliers and cloud clients, seek after diverse 

objectives; suppliers need to amplify income by 

accomplishing high asset usage, while clients need to 

minimize costs while meeting their execution prerequisites. 

Nonetheless, it is hard to allot resources in a commonly ideal 

manner because of the absence of data sharing between them. 

In addition, continually expanding heterogeneity and 

variability of the surroundings poses considerably harder 

difficulties for both sides. This paper describes the work 

which mainly aimed at enhancing the load balancing 

architecture where firstly genetic algorithm is been 

implemented with simple architecture [1]. Secondly, genetic 

algorithm is been implemented with enhanced architecture 

named as E-GA where job grouping is done according to job‘s 

requirements. Finally the whole architecture is been enhanced 

by using job grouping method with enhanced genetic 

algorithm named as EE-GA. In enhanced genetic algorithm, 

artificial bee colony algorithm uses the output given by 

genetic algorithm as their input and provides efficient 

resources. Both E-GA and EE-GA have been successful in 

better resource utilization so that the jobs are handled in a 

more efficient manner and also time is saved [3]. All the 

comparison results prove that the EE-GA provides a more 

efficient way as compared to the others. 

General Terms 

Load Balancing, Cloud Computing, Genetic Algorithm, Job 
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1. INTRODUCTION 
Cloud computing is a long time ago envisioned vision of 

registering as an utility, where information proprietors can 

remotely store their information in the cloud to appreciate on-

interest top notch applications and administrations from a 

common pool of configurable figuring assets. Cloud is 

another plan of action wrapped around new advances, for 

example, server virtualization that exploit economies of scale 

and multi-occupancy to decrease the expense of utilizing data 

innovation assets [8]. It likewise conveys new and testing 

security dangers to the outsourced information. Since cloud 

administration suppliers (CSP) are particular regulatory 

substances, information outsourcing really gives up the 

proprietor's definitive control over the destiny of their 

information. 

A cloud computing and stockpiling arrangement furnishes 

clients and endeavors with different abilities to store and 

procedure their information in outsider information centers. It 

depends on sharing of assets to accomplish soundness and 

economies of scale, like an utility (like the power matrix) 

more than a system [6]. At the establishment of distributed 

computing is the more extensive idea of merged foundation 

and shared administrations.  

Cloud computing, or in less difficult shorthand simply "the 

cloud", additionally concentrates on amplifying the adequacy 

of the common assets. Cloud assets are typically shared by 

numerous clients as well as alertly reallocated per request. 

This can work for apportioning assets to clients.  

Load Balancing is a strategy to pass on workload more than 

one or more servers, framework interfaces, hard drives, or 

other enrolling assets. Normal server ranch utilization rely on 

upon broad, compelling (and indulgent) figuring gear and 

framework establishment, which are obligated to the common 

risks joined with any physical device, including hardware 

dissatisfaction, power and/or framework interruptions, and 

resource imperatives in times of claim [22]. Weight 

modifying in cloud differs from conventional thinking on 

weight altering auxiliary arranging and use by using item 

servers to perform the stack changing. This obliges new open 

entryways and economies-of-scale, and moreover showing its 

own specific uncommon game plan of troubles. Weight 

modifying is used to confirm that none of existing resources 

are unmoving while others are being utilized. To change load 

allocation, migrate the pile from the source center points 

(which have surplus workload) to the correspondingly 

delicately stacked destination centers. Right when apply load 

changing in the midst of runtime, it is called component 

weight conforming — this can be recognized both in a prompt 

or iterative route as showed by the execution center decision:  

 In the iterative systems, the last destination center is 

determined through a couple of accentuation steps.  

 In the quick procedures, the last destination center 

point is picked in one stage.  

Besides, another kind of Load Balancing framework can be 

used i.e. the Randomized Hydrodynamic Load Balancing 

framework, a creamer procedure that adventures both prompt 

and iterative system [15]. 

2. EXISTING LOAD BALANCING 

TECHNIQUES 
There are different systems to adjust the heap of distributed 

computing. Some of which are examined below:  

 Honey Bee Foraging Algorithm: This entire algorithm is 

taking into account the procedure of bumble bees 

discovering the sustenance and disturbing others to go and 

eat the nourishment. To start with forager honey bees go 

and discover their nourishment. Subsequent to returning 

to their individual beehouse, they move. Subsequent to 
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seeing the quality of their move, the scout honey bees take 

after the forager honey bees and get the nourishment. The 

more fiery the move is, the more nourishment accessible 

is. So this entire procedure is mapped to over-burden or 

under stacked virtual servers [13]. The server forms the 

solicitations of the customers which is like the sustenance 

of the honey bees. As the server gets substantial or is 

over-burden, the honey bees hunt down another area i.e. 

customer is moved to some other virtual server. Thusly, 

this entire system meets expectations.  

 Task Scheduling Algorithm in view of Load Balancing: 

Y. Tooth et al, talked about a two-level errand booking 

instrument taking into account burden adjusting to meet 

element prerequisites of clients and get high asset usage. It 

accomplishes burden adjusting by first mapping errands to 

virtual machines and afterward virtual machines to host 

assets.  

 Throttled Load Balancing Algorithm: This calculation 

makes utilization of personality of virtual machines. 

Customer asks for the ID of virtual machine [17]. 

Throttled burden adjusting calculation gives back that ID 

to the client. 

 Ant Colony Optimization Technique: In this procedure, a 

pheromone table was being outlined which was 

redesigned by ants according to the asset usage and hub 

choice formulae. Ants move in forward heading looking 

for the over-burden or under stacked hub. As the over-

burden hub is crossed, then ants move back to fill the as of 

late experienced under stacked hub, so a solitary table is 

overhauled unfailing 

 Role Based Access Control (RBAC): RBAC is a 

procedure used to diminish the heap of the cloud. In this, a 

part is doled out to every client so that their particular 

number of clients can get to restricted utilizations of the 

cloud. So by this approach, the assets are confined to the 

clients.  

 Resource Allocation Scheduling Algorithm (RASA): In 

this calculation, virtual hubs are made first. At that point 

the normal reaction time of each virtual hub is found. At 

that point as indicated by the minimum stacked hub 

criteria, proficient virtual hub is discovered and ID of that 

hub is come back to the customer [23]. In this, Min-Min 

and Max-Min systems are taken after. In the event that 

number of assets accessible are odd, then Min-Min 

methodology is connected else Max-Min procedure is 

connected. 

3. PROPOSED WORK 
The proposed work is to implement enhanced load balancing 

architecture by using .NET Environment and also to 

implement a new Enhanced GA with ABC based load 

balancing mechanism to integrate it with grouping & priority 

of jobs. The basic design of the proposed system is given in 

figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Basic Design of the System 

In this a local cloud environment is generated using .Net 

technology. A client-server architecture is been created. In 

which client assign different types of jobs and send to the 

server for execution. Once the server receives the jobs it 

initializes the jobs and also initializes the resources available. 

Once the initialization is done it creates the tasks then priority 

is been assigned according to different factors. Now the 

scheduler sorts the resources according to their capability. 

Then the available jobs are set into groups and the execution 

is done by different algorithm i.e. GA, E-GA, and EE-GA. 

Finally the results are analyzed according to the time taken for 

the execution of the jobs. 

3.1 Generate Cloud Environment 
In this work using .Net technology a local cloud environment 

is generated for execution of different Tasks. A user has to 

have login account for accessing this cloud environment so 

that user can assign task to the server. In figure 2 the 

generated cloud environment can be shown. 

Initialize input Data 

Provide resources 

Create tasks 

Set priority acc. to 

different factors 

Generate Local Cloud 

Environment 

Scheduler sort the 

resources 

Set group tasks 

Results Analysis  

E-GA GA EE-GA 
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Fig 2: Local Cloud Environment 

In this, Firstly select the group from which user belongs to 

and then user can login after authentication. Only Admin can 

see the full environment.  It means only admin have the full 

access to see all the assigned jobs and to execute them, all 

existing resources and users. Figure 3 shows the Admin panel 

after login.  

 

Fig 3: Admin Login Panel 

In this admin can manage the resources. Checks the available 

jobs which are assigned by different users. Admin can assign 

its own jobs also. It has all the details of all the assigned jobs 

and executed jobs. 

3.2 Initialize Input Data 
In this user can submit their job by adding job type and also 

have option to add description about their job which will state 

some properties related to the job. Submitted jobs are added to 

the queue in the cloud system which will be later executed by 

the server. Figure 4 shows how jobs are been added.  

 

Fig 4: Submitting Jobs 

3.3 Initialization of Resources 

In this the available resources are initialized by the cloud 

system which can be used for the execution of the jobs. It 

shows the list of all the resources with their status that they 

are free or busy. Figure 5 shows the list of some available 

resources. 

 

Fig 5: List of resources 

3.4 Creation of Tasks 

This defines that how jobs are set to the resources which are 

assigned by different users. Once the jobs are assigned there 

are different ways for execution of jobs by the admin. Figure 

6 shows the different methods for execution of the jobs. 

 

Fig 6: Execution Options 

The admin chooses one of the options for performing 

execution of the jobs. These methods are based on different 

algorithms. Figure 7 shows the EE-GA based execution of 

data. 

In this the available resources are assigned to the jobs once 

the resources are assigned the tasks are executed. If different 

resources are selected, jobs are executed in parallel way and if 

two same resources comes up it is executed in serial. 

 

Fig.7: EE-GA based Resource Mapping 
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4. ALGORITHM LEVEL DESIGN 
In this model on the one end resources are initialized. While 

initializing resources it gets R_id, R-name, R-RAM, and 

R_Temp. According to their temperature virtual machines will 

be created. According to the temperature of resource the 

virtual machines are created. If R_Temp<5 then 5 VM‘s will 

be created on one resource but if 10<R_Temp<5 then 3 VM‘s 

will be created but if R_temp>10 then 1 VM will be created 

on one resource. The whole information of the submitted jobs 

is saved i.e. J_id, J-name, J-desc, J-inst and Job_type. In this 

work job  will be grouped according to their requirement type 

means if jobs are CPU-intensive jobs it will be in one group 

and if jobs are Memory-Intensive then it will be in other 

group. Scheduler checks the resource availability and maps 

the jobs according to their requirement with the intelligence of 

GA & EE-GA (hybrid of GA & ABC) algorithm. 

The algorithm level design of the system is defined below and 

algorithm design of the selection method can be defined 

individually in the subsections. 

Step 1: set usr_name = user name; 

Set passwd = password; 

Step 2: If ((select * from usertable where username=usr_name 

and password =passwd) == true) 

{ 

Set job = type_of_job 

Set job_des= description about job 

Submit & save into database. 

} 

Else 

{ 

An Error message can be displayed (‗User can‘t be authorized 

by the system‘) 

} 

Step 3: if (usr_name == admin_usr) 

{ 

Select method for execution: ‗GA‘  ‗E-GA‘ ‗EE-GA‘ 

Execute job by using above selected method. 

} 

Else 

{ 

A message can be displayed (‗User can only have a 

authorization to submit a job‘) 

} 

Step 4: if (Jobs_execution == done) 

{ 

Results saved in database. 

} 

Else 

{ 

A message can be displayed (‗check the selected resources for 

execution‘) 

} 

5. RESULTS AND DISCUSSIONS 
To analyze the performance of this new enhanced 

architecture, a comparative analysis can be done by using 

different methods which includes both GA, E-GA & EE-GA 

on local client/server environment.  The comparative analysis 

of all these above method can be shown in a graphical manner 

on the basis of different parameters named as: 

 Time 

 Resource Utilization 

5.1 Time 

Scalability of the framework can be measured by calculating 

time of each process. Here Time can be defined as a time 

taken to execute job by the server. Total time can be 

calculated as: 

𝑇𝑖𝑚𝑒 =  
𝑁𝑜. 𝑜𝑓 𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛𝑠 (𝑗𝑜𝑏  𝑖 )

𝑀𝐼𝑃𝑆 𝑟𝑎𝑡𝑖𝑛𝑔 (𝑀𝑎𝑐𝑕𝑖𝑛𝑒  𝑖 )
 

Table 1 gives the total time to execute 40 and 80 jobs on the 

cloud server with GA, E-GA & EE-GA.  

Table 1. Time to Execute 40 & 80 jobs 

 GA E-GA EE-GA 

40 jobs 
117.29 81.67 76.68 

80 jobs 
206.18 149.69 139.82 

The above results shows that EE-GA takes less time as 

compare to GA and E-GA to execute 40 and 80 jobs 

respectively. Figure 8 the graphical representation of the 

results. 

 

Fig 8: Total Time for Execution 

5.2 Resource Utilization 
To evaluate the performance of load balancing system, 

resource utilization is calculated which shows whether the 

load is balanced or not. Resource utilization gives the ratio of 

the over utilized, less utilized and proper utilize resources. 

Table 2 gives the resource utilization rate to execute 40 and 

80 jobs on the cloud server with GA, E-GA & EE-GA. 

Table 2. Resource Utilization for 40 & 80 jobs 

  

  

40 JOBS 80 JOBS 

GA 

E-

GA 

EE-

GA GA 

E-

GA 

EE-

GA 

Over 

utilization 20 17.5 15 22.5 20 12.5 

Less 

Utilization 55 47.5 37.5 27.5 20 10 

Proper 

Utilization 25 35 47.5 50 60 77.5 

The above results shows that in EE-GA more number of 

resources are properly utilized as compare to GA and E-GA to 

execute 40 and 80 jobs respectively. Figure 9 the graphical 

representation of the results. 
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Fig 9: Resource Utilization 

6. CONCLUSION & FUTURE SCOPE 
There has been a sensational increment in the prevalence of 

cloud computing systems that lease processing assets on-

interest, bill on a pay-as-you-go premise, and multiplex 

numerous clients on the same physical foundation. These 

cloud computing systems give a fantasy of unending 

computing resource to cloud clients so they can build or 

reduce their asset utilization rate as indicated by the requests. 

In this work, the enhanced genetic algorithm (both E-GA and 

EE-GA) have been successful in better resource utilization so 

that the jobs are handled in a more efficient manner and also 

time is saved. All the comparison results prove that the 

enhanced GA provides a more efficient way as compared to 

the genetic algorithm. In future, the present work may be 

extended to developing an algorithm that is more efficient that 

can handle extremely large amount of jobs in a more 

synchronized and reliable manner. 
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