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ABSTRACT
Topic Modelling has been widely used in the fields of machine
learning, text mining etc. It was proposed to generate statisti-
cal models to classify multiple topics in a collection of docu-
ment, and each topic is represented by distribution of words. But
many variants of topic models have been proposed and most of
them are based on the concept of bag-of-words and it ignores
the association of words for representing topics. Nowadays pat-
terns are used for representing topics, since they have more dis-
criminative power than words for representing multiple topics in
a document. A detailed survey of some of the most important
methods for topic modelling is presented. A brief comparison
among the key techniques is also presented to complete the survey.
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1. INTRODUCTION

Recent years there was a dramatic increase in the web informa-
tion.Therefore advanced techniques are needed to understand and
analyse the user’s information needs and to deliver the best re-
sults based on the user’s information needs. Knowledge discovery
and data mining have work together with a need for meaningful
data intos user information and knowledge. Hence data mining has
been used as an efficient step for the discovery of knowledge in
databases. Data mining is the process of extracting hidden patterns
or information from a large database. Data mining also known as
Knowledge discovery is a computer aided process in analysing and
digging large amount of data and then extracting the meaning of
the data.

Text Mining is the analysis of data in a large amount of text data. It
is the process of deriving high quality information from text. In the
past years, several data mining technologies have been presented to
perform different knowledge tasks. These techniques includes as-
sociation rule mining [1], frequent item set mining[2], sequential
pattern mining[3], maximum matched pattern mining, closed pat-

tern mining[4] etc. The challenging issue towards this approach is
to find the accurate knowledge or features from large amount of
available information.Features can be binary,categorical or contin-
uous.Feature extraction firstly starts with an initial set of measured
data and builds some values(features),which are intended to be in-
formative and non redundant.The main thing behind feature extrac-
tion is dimensionality reduction.

To compress large data to manageable knowledge topic modelling
can be used. Topic modelling[5] is one of the prominent area that
comes under text mining.Topic modelling automatically classifies
documents in a collection by a number of topics and represents
each and every documents with multiple topics and their distri-
butions.Nowadays several topic modelling techniques have been
used.The main motive behind in doing all these are how efficiently
produce more accurate and efficient information based on the user
needs.The main challenges in the field of topic modelling are the
problem of polysemy and synonymy.Polysemy means the words
which have multiple meaning with it,whereas synonymy means the
state of being synonymous(similar).The topic based representation
have the advantage of avoiding the problems of semantic confusion
compared with the traditional text mining techniques.From recent
years there are several types of topic modelling techniques have
been evolved.Each of which have its own pros and cons.

2. LITERATURE REVIEW

This topic presents a critical review of the literature essential to
addressing the literature essential to addressing and analyses cur-
rent theory and methodologies that have been used in the area of
document modelling.

The ultimate aim of all data mining tasks are information filter-
ing.The word information filtering means that a system to remove
redundant or unwanted information from an information stream or
document using automated or computerized methods prior to pre-
sentation to a human user.The related research areas includes Infor-
mation Filtering,Text mining and Topic modelling.All these areas
are overlapped or in other words these areas are dependent on each
other.

3. PATTERN MINING TECHNIQUES
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The meaning of the word pattern is ”a regular and intelligible form
or sequence discernible in the way in which something happens
or is done”. When it comes to the area of text mining, pattern ex-
traction have a great influence.In past years,text mining,topic mod-
elling etc. are done with the help of individual words(terms).But it
is not efficient,because it takes large time to work on the individual
terms in a document.so the concept of term-based approach is out
dated.Then a new and much more efficient method was discovered
by data mining experts.Phrase based approach.Through researches
it can be find that phrase based approaches can do well with mod-
elling the document than the traditional term-based approach,Since
it carries more semantic informations.The main advantage of us-
ing this method is that,phrases are less ambiguous and more dis-
criminative than individual words in describing a document.Phrase-
based approach also have some disadvantages.They are, phrases
have statically inferior properties, low frequency of occurrence and
many phrases are redundant and noisy.So there is a need for finding
new concepts for effective pattern mining techniques.As year goes
several techniques were introduced by several experts.Some of
them are Sequential patterns,Matching patterns,Maximum matched
patterns etc..The ultimate aim of the data mining experts are to re-
duce the search time of the user and to provide a better result i.e.,
gives the accurate information that a user wants.

The process Topic Generation includes Dataset Preparation,Topic
Generation, Construction of new datasets and the final Generate
optimized Topic representations.The step wise procedure is shown
in the fig:1

3.1 Term-based Representations
Term Frequency Inverse Document Frequency(TFIDF):.
TFIDF is the most effective and efficient feature extraction method
that has been used widely in the field of information filtering and in-
formation retrieval.It is a numerical statistic which is used to show
how important a word is to a document in a collection or corpus.It
normally uses as weighting factor in text mining and information
filtering.The term tf − idf is composed of two terms. The first
term tf computes the normalized term frequency and second term
is Inverse Document Frequency (IDF),computed as logarithm of
the total number of documents in the corpus divided by the number
of documents where the particular terms appears.

tf ∗ idf(t, d) = tft ∗ log
|D|
dfi

(1)

log |D|
dfi

assigns high weights to more discriminative terms appearing
in a few documents,whereas low weights to those common terms
that are spread over many documents.

TF (t) =
Numberoftimestermtappearsinadocument

Totalnumberoftermsinthedocument
(2)

IDF (t) = loge
Totalnumberofdocuments

Numberofdocumentswithtermtinit
(3)

3.1.1 Method Combined with Information-theory Func-
tion.
Another kind of weighting term approach is to adopt feature se-
lection metrics,such as information gain, gain ratio, and mutual
information. The main objective of this approach is to select the
most relevant and discriminating features based on information-
theoretic functions. However,this approach is not always supe-

Fig. 1. Topic Generation

rior over TFIDF methods, whose performances depend on differ-
ent tasks.The primary aim of all term-based representations was
to improve the statistics of a single term,but it neglects the se-
mantic accuracy ,which is the main problem of term-based repre-
sentations.Inorder to solve this, scholars use combinations of sin-
gle words to solve the problem of semantic ambiguity.In general
phrases carry more specific meaning than single words.

3.2 Phrase-based Representation
Data mining techniques were applied to text mining and classifica-
tion by using word sequences as descriptive phrases (N-Gram)[6],
from document collections. But the performance of N-Gram is re-
stricted due to low frequency of phrases in documents.

Although phrases and N-Gram are stronger at interpreting semantic
meaning, they perform less well with statistical properties in match-
ing representations with documents when compared with term-
based representation. In order to balance the statistical and seman-
tic properties,researchers propose to extract pattern-based features
for representing the user’s interests.

3.3 Pattern-based Representations
Association rules are the patterns that are discovered from a given
data set.Two important measures used for association rules are sup-
port and confidence.Two thresholds for finding user specific inter-
esting items are minimal support and minimal confidence respec-
tively.

Support(S) is the percentage of records that contains X ∪ Y to the
total number of records in the transaction database. X and Y are
the sets of items called itemsets and X ∩ Y = θ.Confidence(C) is
defined as the percentage of the number of transactions that contain
X ∪ Y to the total number of records that contain X. If the percent-
age exceeds the threshold of confidence, X −→ Y is obtained.

Support(XY ) =
CountofX ∪ Y

Totalnumberoftransactions
(4)

Confidence(X|Y ) =
Support(XY )

Support(X)
(5)
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Generally two phases are involved in association rule min-
ing.Frequent itemset generation and rule generation.

Frequent itemset are used to find all the itemsets that satisfy the
minimal support threshold.The most widely used algorithm for
frequent pattern mining is Apriori.There exists some drawbacks
for Apriori algorithms,it scans the whole database many times
and it would increases the time and space complexities.Inorder to
solve this drawbacks,experts uses some modified techniques such
as hashing technique[7],sampling approach[8],dynamic itemset
counting[9] are used.Apriori algorithm faces two bottlenecks.First
one is they generate huge number of candidate itemsets.Second one
is,they can scan whole database many times.Inorder to overcome
these,Frequent Pattern tree(FP tree)is designed.It only passes the
database twice by generating frequent patterns without candidate
generation process.

Rule Generation is used to extract those itemsets with larger con-
fidence than user-specified minimal confidence threshold,and these
rules are called strong rules.

In order to compress large amount of data into useful and man-
ageable form,topic modelling is used.Latent Semantic Analy-
sis (LSA)[10] uses a singular value decomposition of a collec-
tion,forming a reduced linear subspace.Another step to this con-
cept is Probabilistic Semantic model,which is a generative data
model.Almost all models that can be used are statistical mix-
ture models,in which each word in a document form a mixture
model,where the mixture components are multi-national random
variables that can be viewed as a representation of topics. Topic
modelling techniques can be generally divided into two cate-
gories,supervised and unsupervised;where bag of words and se-
quence words approaches are used respectively.In the field of Infor-
mation retrieval ,Document clustering and Summarization[11],uses
an unsupervised bag of word technique [12], due to its simplic-
ity.Whereas in the case of supervised models are used in supervised
manner,using a preassigned labels for training set.

Latent Dirichlet Allocation(LDA)[13],[14] algorithm is a well
known algorithm used in the field of topic modelling.LDA is a
technique that automatically finds topics in a collection of docu-
ments.In LDA,each document can be viewed as a mixture of topics
which splits each word with certain probabilities.Consider a set of
of documents and each document has a fixed number of topics to
be discovered and let it be K.

Yang Gao ,Yue Xu and Yuefung Li,2015,[15], proposes a two-stage
model for modelling the documents in a collections.One of the
main discriminative feature of this model is, it combines the data
mining techniques to statistical topic modelling to generate dis-
criminative and pattern based representations for modelling topics
in documents.In the first stage ,it generates word distributions over
topics for documents in the collection whereas in the stage second
stage ,it uses the topic representations that are generated in the first
stage for representing the topics by using term weighting method
and pattern mining methods.The pattern based and discriminative
term based representations generated in the second stage are more
accurate and efficient than the representations generated by typical
statistical topic modelling method LDA.Another important feature
of this representation is ,patterns carry more structural and inner
relationship within each topic.

Hong Cheng and Xifeng Yan, 2007,[16] designed discriminative
frequent pattern analysis for effective classification.Here the au-
thors give more importance to ”frequent patterns”.Frequent pat-
terns is a set of items,subsequence,sub-graphs etc.Frequent patterns
have the capacity of reflecting strong associations between each
items and carries the underlying semantics of the data.They are
also potentially useful features for classification.But it also have
some disadvantages.Due its limited predictive power,the inclusion
of infrequent patterns does not increases the accuracy.By building a
connection between pattern frequency and discriminative measures
like Fischer score,information gain,here a strategy is developed to
set a minimum support in frequent pattern mining for generating
more useful patterns.A feature selection algorithm was also pro-
posed for building high quality classifiers.The two drawbacks of
this approach is the scalability issue and over-fitting issue(Features
are not representative).The new feature selection algorithm solves
the scalability issue and facilitate the pattern generation.

Roberto J and Bayardo Jr, 1998,[17] proposed a pattern mining al-
gorithm which scales linearly in the number of maximal patterns
embedded in a database irrespective of the length of the longest pat-
tern.Apriori like algorithms are used for finding frequent patterns in
a database.In apriori algorithms generally uses a bottom up search
mechanism and it involves a phase for finding frequent patterns.A
frequent itemset is a set of items appearing together in a database
records meeting a user specified threshold.There are several disad-
vantages are there for this apriori like algorithms.Most important
among them are it restricts apriori like algorithms to discovering
only short patterns. Here they uses a new algorithm called Max-
Miner algorithm.Look ahead approach is used instead of bottom
up search. and it can also prune all its subset from the considera-
tion.By using the Max-Miner algorithm it can efficiently and effec-
tively extracting only the maximal frequent itemsets. The primary
task behind every data mining operation is to find the patterns in a
database.The current techniques in the field of data mining leaves
data outside the mold becomes unexplorable.

Ning Zhong, Yuefeng Li and Sheng-Tang Wu,2012,[18]proposed
a technique for effective pattern discovery for data mining.Almost
all data mining techniques have been used for finding or extract-
ing useful patterns in a text document,and most of these tech-
niques are adopted from the concept of term based approach,they
all suffer from the problems of polysemy and synonymy.Pattern
based approaches can well peform than term-based approaches.The
most prominent reasons for not using phrases are,they have infe-
rior statistical properties compared with respect to terms,low fre-
quency of occurrence and there exist large amount of redundant
and noisy phrases among them.In this effective pattern discovery
technique,first calculates the specificity of the discovered patterns
and then calculates term weights according to the distribution of
terms in the discovered patterns and thus solving the misinterpreta-
tion problem.This approach refine the discovered patterns by means
of two methods called pattern deploying and pattern evolving.And
this method shows an improvement in accuracy of evaluating term
weights because discovered patterns are much more specific than
the whole documents.

Yves Bastide,Rafik Taouil and Nicolas Pasquier,2000,[19] presents
an algorithm called Pascals algorithm which is an optimization of
the apriori algorithm.The optimization was performed on a strat-
egy known as pattern counting inference using the key patterns.Key
patterns are a subset of equivalence class and it reduces the number
of patterns counted in each database pass.A key pattern is defined
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as ”minimal pattern of an equivalence class gathering all patterns
that have the same objects.The supports of some frequent and in-
frequent patterns can be determined with the pattern counting infer-
ence.The support of all other frequent patterns are derived from the
frequent key pattern.Key patterns have a property which is compat-
ible with the apriori,hence the optimization is valid.

Hanna M Wallach, 2006,[20] presents a new concept known as Be-
yond Bag-of-Words.Normally uses bag of words for topic mod-
elling.But it have some disadvantages. The most important among
them are it ignores the word order. Generative topic models are gen-
erally of two categories,Bigram language models and N-gram topic
models.N-gram models does not considers the word order,while bi-
gram models consider pairs of words with the leading word defin-
ing a context.Bigram language models uses Hierarchical Dirch-
let Language Models whereas N-Gram topic models uses Latent
Dirchlet Allocation.It creates a model which considers both topics
and word order.It uses a simple extension of LDA algorithm.The bi-
gram topic model shows improved performance compared to both
the bi-gram language model and LDA.It is more feasible to con-
sider word level models when the word order is not ignored.

4. PARAMETERS USED FOR EXPERIMENTAL
EVALUATION

In order to evaluate the efficiency of the topic modelling techniques,
some standard parameters are there. They are Precision,Recall and
Accuracy.Precision is defined as the ratio between number of rel-
evant documents retrieved to the total number of retrieved docu-
ments.Whereas Recall can be defined as the ratio between retrieved
relevant documents and Accuracy can be calculated as relevant doc-
ument retrieved in top T returns divided by T. The formulas for
calculating these evaluation parameters are:

Precision =
Numberofretrievedrelevantdocuments

Totalnumberofretrieveddocuments
(6)

Recall =
Numberofretievedrelevantdocuments

Totalnumberofrelevantdocuments
(7)

Accuracy =
RelevantdocumentsretrievedintopT

T
(8)

Perplexity is another evaluation criteria used for evaluating Topic
models and it can be calculated by estimating the probability of
words in held out /test data based on training data.

5. CONCLUSION

Pattern mining is the process of mining patterns from a collec-
tion of document on the basis of some criteria which are discussed
above.In this paper,concepts associated with topic modelling are
reviewed that categorize different approaches in this area.The lit-
erature review explore the recent trends in topic modelling that
comes from the novice procedures ,where data mining is used to
classify.Almost all the techniques found for pattern mining have
discussed here.The study of pattern mining techniques provides a
productive region for further research Around 10 papers have been
discussed here. There exists some other techniques similar with

those described in this paper, the discussion of which has been not
included here as it will be a large corpus.But it is expected that this
paper is useful for researchers who are working with pattern min-
ing techniques.Anyone can also get direction for better perception
of the diversified sorts of abstraction, which will help to construct
new procedures for next generation.
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