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ABSTRACT 

Content based image retrieval (CBIR), is a robust technique 

widely used in the field of image retrieval. This method uses 

visual contents like color, texture and shape, to search images 

from a large scale database of images. Among the primary 

image contents, texture is an important spatial feature. Texton 

is a statistical approach used to analyze the texture of an 

image. Texture-based approach proposed here can take into 

account the vagueness of images also while retrieving images 

just as an expert manually retrieves medical images.  
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1. INTRODUCTION 
In our day to day life like government, commerce, academics, 

medicine, healthcare, crime prevention, security, defense, 

remote sensing, weather fore casting, architecture, media,  

graphic design, fashion and historical research are using 

images for best results. The use of images by all these fields 

created a demand for a pool of images.  An image database is 

a set of stored images [1]. Image database fundamentally 

comprises the raw images and the information extracted from 

images by a computer assisted image analysis. One of the 

examples of image databases are the database of images of 

criminals, and images of items that were stolen are maintained 

by the police. Image database containing X-rays, scanned 

images used for diagnosis in the medical profession is another 

example of an important image database. A huge image 

database is generated in the fields of publishing and 

advertising. In historical research, image databases are created 

for archives in areas [1]. Retrieving an exact image from such 

a large database is difficult and at times impossible owing to 

the size of the database and also due to the complex process 

involved in identifying images with similar features. So, an 

automated system is required to minimize the time taken to 

identify the image and also to identify similar images form a 

vary large scale image database. Content Based Image 

Retrieval (CBIR) is a set of techniques  can be used in 

retrieving similar images from an image database based on 

automatically-derived image features [2] [3] [4]. 

CBIR system includes two major steps named feature 

extraction and similarity measurement. Feature extraction 

includes the representation of image by a set of features.  

Similarity measurement is finding a distance between the 

query image and each image in the database using their 

feature vectors. First and foremost step of content based 

image retrieval system is Feature extraction. It is base for  

extracting unique information from the image. These features 

are also termed as signature of image. Same signature of two 

images is nothing but the two images are one and the same. It 

does not result any complication as the feature extraction of 

the image from the database is done offline. The improved 

technology and efficiency of  CBIR reduces the need of 

human intervention. CBIR system also includes similarity 

comparison and can be achieved by extracting feature of every 

image. Extraction of feature is done based on its pixel values 

and devising rules for comparing images. Some CBIR systems 

employ extraction of features from the entire image than from 

restricted some regions in it. And these features are Global 

features. The extracted features of each and every image of 

database are stored in the database. After calculating the 

feature vectors of a query image it is then compared with the 

already stored feature vectors of the images of the data base. 

Based on the comparison results the images of the data base 

will be displayed whose feature vectors are having similar 

signatures with that of query image. The most similar images 

are displayed first and the least one on the last. According to 

distances of their feature vector. 

 For  diagnostics and therapy in medical field, use of digital 

images is essential and it became  a fundamental component 

for diagnosis [5], treatment planning [6], assessing response to 

treatment [7], as well as Picture Archiving and 

Communication Systems (PACS). Use of Content based 

access to medical images would helps in managing clinical 

data. Hence the combined use of content-based access 

methods and PACS have been developed. When applied to 

multidimensional and multimodality medical data it is proven 

that Medical CBIR is an established field of study. The 

question of image similarity has important applications in the 

medical domain because diagnostic decision-making has 

traditionally involved using evidence from a patient’s data 

(image and non image) coupled with the physician’s prior 

experiences of similar cases [8]. A recent study [9] has shown 

that manual selection of these similar cases is primarily based 

upon visual properties. It has been suggested that the reliance 

on imaging for various clinical workflows means that access 

to relevant stored data will allow for more informed and 

effective treatment [10]. 

Diabetic retinopathy (DR) is a vision-threatening 

complication that will found in people who are suffering from 

diabetes over a long time. The effect of DR on vision will be 

nullified to maximum extent if detected and diagnosed at 

early stages. As DR is a complication associated with retina 

and leads to blindness, more number of public initiatives are 

interested for detecting and diagnosing of retinal disorders in 

urban population. For detecting and diagnosing of retinal 

disorders use of digital fundus (retina)  images is essential. 

Use of Digital color fundus (retina) images in a noninvasive 

manner makes large scale screening easier. As the use of  

color fundus images (CFI)  involves low cost and wider reach 

it has been significant effort towards building screening 

solutions for DR [11] now a days. 

Content-Based Image Retrieval can be employed to provide a 

clinician with instant references to archival and standardized 

images which are clinically closer to the image under 

diagnosis. This is an innovative way of utilizing the vast 

expert knowledge hidden in archives of previously diagnosed 

fundus camera images that helps an ophthalmologist in 

improving the performance of diagnosis. 
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This paper contains : objective and ideas of the present 

approach in section 2. Section 3 deals with the features of 

real-world image texture analysis and rough sets for image 

processing. Section 4 consists of  experimental results, 

accuracy tables. Section 5 concludes along with references. 

2. EXISTING SYSTEM 
In evidence-based medicine, in training ophthalmologists and 

in automated computer assisted diagnosis, essential 

requirement of the system is to retrieve the correct and close 

images depending on the pathologic state. And this has  wide 

application because of its powerful functionality. 

2.1 Hue Saturation Value (HSV) 
For designing and implementation of image and video 

processing tasks Color image processing technique is a good  

resource. Usually any object can be easily discriminated and 

identified by colour, which is mostly used visual feature for 

content-based image retrieval. It is necessary to have   

effective color space to extract colour features of image. To 

define the specifications of colours, color space required. 

Coordinate system is used to represent the colours in a colour 

space. Each colour will be represented as a point in the 

coordinate system. 

Representation of  colors in terms of intensity values is called 

colour space model. A way of representation of colours as 

tuples of numbers, usually three to four values of colour 

components can be called as an abstract mathematical model 

of colour space model. this paper they are: RGB, HSV, 

YCbCr  are the three different color space that are used in this 

paper. 

 

Figure 1. HSV Planes of Color Image 

HSV stands for Hue, Saturation and Value is abbrivated as 

HSV, where Hue and Saturation defines chrominance, Value 

is the  intensity which denotes luminance [12]. Colours can be 

distinguished by using Hue, percentage of white light added to 

the pure colour will be measured by saturation. And intensity 

of the light is nothing but the Value. These three dimensional 

representation with the use of  HSV color space is termed as a 

hexacone, and intensity is represented by the central vertical 

axis [9]. Hue is defined as an angle in the range [0,2π] relative 

to the Red axis with red at angle 0, green at 2π/3, blue at 4π/3 

and red again at 2π. The depth or purity of the color is 

Saturation and will be measured as a radial distance from the 

central axis. The value of S lies between 0 and 1. At the center 

it is 0 and at the outer surface it will be 1. When S=0, and for 

the movement of higher  intensity along its axis one moves  

from black to white by shades of gray. When S= 1 for the 

movement of higher  intensity along its axis one goes from 

black to white by purest form of  color represented by its Hue 

rather than gray shade. The feature generation provides an 

approximation colour of every pixel in thresholding form. 

HSV color space can be used for generation of histogram. 

Number of colours can be quantized into several bins to 

reduce the  complexity involved by more number of colours. 

2.2 Multi Texton Histogram 
The study of effortless  texture discrimination can serve as a 

model system. The roles of local texture detection and 

statistical computation in visual perception can be 

distinguished [1] with the use of model system. This can 

easily be explained by the local orientation differences 

between the elements having two texture images. The 

differences between the texture images will be described 

globally. Even if the two texture images are identical in their 

first-order statistics, the second-order statistics may differ 

greatly [13]. The first and second-order statistics have their 

own advantages in texture discrimination. Hence  the first 

order statistics and second-order statistics can be combined as 

a single entity for texton analysis. The technique multi-texton 

histogram (MTH), is used for image retrieval. Based on the 

texton theory [13, 14], texture can be decomposed into 

elementary units like the texton classes of colors, orientation 

and aspect ratios, elongated blobs of specific widths and the 

terminators of these elongated blobs. Texture orientation 

needs to be detected for texton analysis in the MTH-based 

image retrieval scheme.  

Multi Texton Histogram (MTH) is one of the methods for 

image retrieval which employsfeature extraction technique. 

Inspite of its ability to represent the image well, it has the 

following drawbacks. First, for image representation MTH 

uses only  local features. Second, image representation may 

degrade because of some sort of missing information in the 

process of pixel pair detection using texton. The MTCD 

extracts color, texture and shape features simultaneously using 

texton. And image representations is calculated globally using 

Gray Level Co-occurrence Matrix (GLCM). Using Canberra 
image similarity will be calculated and using precision and 

recall performance of MTCD is measured. 

2.3 Rough Set 
Rough set theory is a new mathematical tool for vague or  

imperfect data analysis. In areas like banking, medicine, 

decision support, engineering environment the idea of rough 

set theory has its own significance [15]. Rough set theory is 

developed as such any object in universe has some 

information associated with it. Objects having the same 

information are similar. Rough set theory is developed based 

on the relation generated based on similarity among objects. 

Hence an elementary set is defined as a set of similar objects 

constitutes a minute part. With this knowledge about 

elementary set a crisp (precise) set can be defined as a union 

of some elementary sets, also a set which is not crisp (precise) 

is called rough (imprecise, vague) set. Every rough set has 

certain boundary line elements ,the objects which cannot be 

certainly classified with the available information associated 

with them will fall in that boundary line. Hence the rough sets 

cannot be characterized on the basis of information about their 

elements as if, which is the case with precise set. Hence every 

rough set will be associated with a pair of precise sets called 

lower approximation set and upper approximation set. The 

lower approximation set consists of all objects which are 

certainly classified with available information and completely 

belongs to that set. The upper approximation set consists of all 

objects which may possibly belongs to that set. The elements 

or objects which does not belong to lower and upper 

approximation sets forms the boundary region of the rough set  

[16]. 

HUE 

SATURATION 

VALUE 

PLANE 
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A decision table is used for analysis of  rough set based data. 

Columns of this decision table consist of attributes. Rows by 

of the decision table consist of object of interest. And the 

attribute values will be the entries of the table. Two disjoint 

groups of attributes called condition and decision attributes 

forms a decision table. Every row of decision table has its 

own decision rule in terms of conditions. The rule of decision  

is certain if it is able to determine the decision in terms of 

conditions. And the rule of decision  is not certain if it is not 

able to determine the decision in terms of condition. Hence 

certain decision rule refers to lower approximation set and 

uncertain decision rule refers to boundary region.  

Certainty, coverage coefficient are two conditional 

probabilities that associates decision rule. Among these two 

coefficients certainty provides information regarding the 

conditional probability whether a particular object belongs to 

the decision class which is specified by the decision rule and 

satisfies conditions of the rule. The coverage coefficient gives 

information about  the conditional probability  reasons of a 

given decision. Both  certainty and coverage coefficients 

satisfy Bayes’ theorem and helps into interpretation of Bayes’ 

theorem, and thus conclusions will be drawn from data in a 

new method. Rudiments of the theory, with basic concepts 

will be explained in this paper by means of an example of 

churn  modeling. But more advanced extensions of the theory 

is required in real life applications, however which is not 

discussed in present paper. Rough set theory is having  

similarities with other theories dealing with imperfect 

knowledge such as fuzzy sets, Bayesian inference,evidence 

theory, and others.  

3. PROPOSED SYSTEM 
In this proposed system rough texton approach is used to 

extract the texture and rough set-support vector machine for 

relevance feedback. 

3.1 Rough Texton 
As per Julesz [17] description a texton is a pattern which is 

shared by an image as a common property. Textures will be 

formed only if the adjacent elements lie within the 

neighborhood. Texton Image has the discrimination power of 

color, texture and shape features. Based on the Julez’s [17] 

textons theory the texton co-occurrence matrices (TCM) 

algorithm, can describe the spatial correlation of textons for 

image retrieval. With the use of limited number of selected 

pixels  the algorithm computes different features. Retrieval 

efficiency in CBIR will be increased by calculating texton 

using Rough texture spectrum and  color features are 

calculated using HSV color space. Compared to RGB, HSV 

has its advantages. When turned as a  shape descriptor, texton 

deals directly with natural images and  any segmentation or 

object extraction preprocessing stage will not be done. As a 

texture descriptor, good retrieval accuracy can be  achieved 

especially for directional textures. 

The texton can be inclined  with the use of critical distances 

between texture elements. Texture element size determines 

the critical distance. Texture can be resolved into minute 

units, like orientation, Texton classes of colors, elongated 

blobs of specific width, aspect ratios and terminators of 

elongated blobs. If texture elements are expanded to a large 

extent in one orientation discrimination reduces. If the 

elongated elements are not jittered in orientation texture 

gradients increase at boundaries. Hence by using a  sub image 

of size 3 x 3 a texton gradient can be obtained.  Here  12 

textons of 3 x 3 grids are proposed as shown in figure 2. Even 

the co-occurrence probability of same valued pixels in 3 x 3 

grids is smaller than that of 2 x2 grid, the textons developed 

using 2 x 2 grid may not give complete information regarding 

direction. The computational complexity for using the 

overlapped components of 12 textons is also less to obtain 

final texton image. The 12 textons of 3 X 3 grid [17] is used 

in the proposed method.  
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Figure 2. 12 types of 3x3 textons 

  Determination of texture property can be done based  on the 

values of Texture Unit and Texture Unit Number of an image 

plane [17]. A 3x3 pixel square  will be constructed to define a 

basic unit of the method. 3x3 pixel square consists of a central 

pixel surrounded by eight neighbors. The square image has 

the information regarding local texture in all directions of the 

central pixel. 

 Extraction of information regarding local texture of the 

surrounding pixels is the main objective. The size of the 

neighborhood is 3x3 pixels in present case. The nine pixels of 

this 3x3 square pattern of the image is denoted V ,where V 

consists of nine elements as V= {V0, V1, V2… V8}, where 

V0 corresponds to the central pixel’s intensity and Vi (1≤i≤8) 

corresponds to intensity surrounding pixel. Texture Unit (TU) 

is nothing but the unit which best suits for  the local texture 

feature of a given pixel and its neighborhoods, in all 

directions of a square raster. Texture Unit (TU) as in [17], will 

be given by TU={E1, E2, …,E8}, where: 
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where pre defined or user defined values will be assigned to p 

and q. And element Ei occupies the same position as occupied 

by pixel i.  

(a) 

121 190 67 

225 180 252 

180 170 201 

(b) 

1 3 0 

4  4 

2 1 3 

Figure 3(a) Hue levels of an image part. (b) Texture Unit 

associated to the central pixel. 

The total number of TU is 390625 ( 58 ). That can be obtained  

that each element of the TU can have any one of three 

possible values 0,1,2,3 or 4. TU can be  labeled and  can be 

ordered in different ways; each TU will be labeled as a 5-base 

number, named Texture Unit Number, NTU will be calculated 

by suing the formula: 

         
   
 

 

   

                                                  

where i denotes position of  Texture Unit box, and Ei 

corresponds to value of the box (0, 1, 2, 3 or 4). The 8 

elements can be ordered differently. As shown in figure 4 

where the elements are ordered in clock wise direction, the 

first element can have eight possible positions, from ‘a’ to 

‘h’in clockwise direction and then the 16777216 texture units 

can be labeled by the abode formula under eight different 

ordering ways (from a to h). 

a b c 

h  d 

g f e 

Figure 4 Texture Unit Ordering 

A more detail study of texture unit indicates that the absent 

TU’s involve 2’s in their texture unit. This is the case when 

neighbors and central pixels have the same values. If there is a 

lack of 2’s then TU will take only 0,1,3 and 4 which means 

that the possible real number of different textures are 48 

instead of 58, that is 65536 and 390625 the spectrum will be 

never totally covered, thus the power of the method is 

misused. It impacts on texture Unit number also. To overcome 

this, Rough texture is used in the proposed method.  

Rough Texton is a way to describe the texture property in a 

way better than the Texton since Rough texton uses the Rough 

texture unit (RTU) instead of texture unit (TU). By including 

rough set [16] concept to the texton will generates all ranges 

of the values including ‘2’ in the RTU. Then, it helps to 

generates different textures are 58 instead of 48. It covers total 

spectrum which is not possible by texton only means without 

rough set concept. Using Rough Set techniques provide a 

more flexible way of assigning values to the TU boxes Ei.  

It can also be mentioned  that rough set theory [16], in other 

side to fuzzy set theory, evidently  distinguishes two 

important concepts like vagueness and uncertainty, these two 

concepts  are often  confused. Vagueness of a set can be 

defined by approximations. uncertainty relates to the elements 

of a set, such that the properties of elements are to be  

explained  by the rough membership function. 

3.2 Rough Sets - Support Vector Machines 

approaches 
Based on guaranteed risk bounds of statistical theory of 

learning  a general algorithm called Support Vector Machines 

(SVMs) is developed. SVM has its significance in process of  

image processing and pattern recognition. Also helpful while 

detecting the micro-calcification (MC) clusters in digital 

mammograms and other medical diagnostics. And because of 

advantages of its own it has been effectively  used as effective 

computational tool. A Rough set support vector machines 

(RS-SVMs) is proposed by Gexianget al. [16, 18] which 

includes the advantages of both Rough Set and SVMs. This 

RS-SVMs can be used to  recognize radar emitter signals. The 

performance of SVMs can be improved with the use of Rough 

set. Experimental results have shown that the RS-SVMs has 

lower recognition error rates than SVMs. In particular case 

where the training samples are less RS-SVMs are more 

efficient SVMs. 

Lingras and Butz [16, 19] described interpretation of  binary 

classification with SVMs using rough sets. Also described 

how to reduce the storage requirements of the 1-v-1 approach 

in the operational phase using rough set theory. Their 

techniques provided better semantic interpretations of the 

classification process. Experiments shown a synthetic dataset 

supported the theoretical conclusions. For soft margin 

classifiers in solving medical imaging problems especially a 

multi-class classification system for medical images the 

presented work is useful [16, 20]. 

Yun et al. [16, 21] have used a rough-support vector machine 

integration to develope the Improved Support Vector Machine 

(ISVM) algorithm. This helps to classify digital 

mammography images, where rough sets are applied to reduce 

the original feature sets and the support vector machine is 

used classify the reduced information. The ISVM classifier 

can get 96.56% accuracy which is shown by the experimental 

results and which is  higher than 92.94%  which is the case 

using SVM, and the error recognition rates are close to 100%. 

3.3 CBMIR 
For content based medical image retrieval system the 

proposed texture descriptor is developed, which is used to 

retrieve most similar medical images for the given query 

image as shown in the figure 5. There are two major steps in  

CBMIR, namely feature extraction and similarity 

measurement. A set of features are generated to represent the 

content of each image in feature extraction. similarity 

measurement gives the  similarity distance between the query 

image and each image in the database which will be computed  

by their feature vectors. 

Using the description of the texture the texture feature 

extracted will be considered for retrieving the medical images 

from the large collection of medical database . The following 

are the various  steps involved in the CBIR system: 

i) For the gray scale images that are stored in the data 

base Rough Texton images are to be calculated. 
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ii) Cooler Quantization is performed in HSV color 

space for the color image. 

iii) For the HSV Planes Rough Texton images are 

calculated.  

iv) The texture feature is extracted from data base, by  

texture descriptor method and  texture features are 

incorporated in the database. 

v) With a known data set and with the use of Rough 

Set Support Vector Machine  the image retrieval 

system is trained. 

vi) Using the proposed texture descriptor as followed in 

the steps one, two and three, the texture feature is 

extracted to match the given  image. 

vii) The similarity distance of each image in the 

database and the query image is computed which is 

nothing but similarity measurement. 

viii) Based on the similarity distance the images are 

arranged according to their  feature vector to the 

query image. 

ix) The images having similar signatures from the data 

base will be  retrieved and displayed. 

x) Most appropriate images from the data base will be 

retrieved by the trained image retrieval system. 

xi) Feedback of users helps to improve  system to 

extract most appropriate images.    

4. EXPERIMENTAL RESULTS AND 

DISCUSSION 
In this section, the experiments that have been carried out to 

test the efficiency and effectiveness of proposed framework 

are presented. The performance of the proposed system is 

tested on large medical image database which consists of 

images Retinal images in terms of Precision and Recall [22]. 

 The experimental results retinal images are shown in Table 1. 

Figure 7 shows the sample output of a query image as shown 

in figure 6 using the proposed retrieval system from texture 

(rough texton) and classifier (SVM) properties.   

The performance measures used for comparisons are 

i) Mean Average Precision (MAP) 

ii) R-Precision 

iii) Precision@10 and 

iv) Recall@10 

Table 1 Performance Comparison for Retinal Images  

Method\ 

Performance 

MAP 

(%) 

R-Prec 

(%) 

P@10 

(%) 

R@10 

(%) 

MTH 70.32 76.57 85.37 76.65 

Rough Texton 75.46 79.84 89.01 79.49 

Rough Texton 

and RS-SVM 86.05 88.14 97.03 90.06 

 

 

Figure 5 Content Based Medical Image Retrieval System Using Texture Descriptors 

From the Table 1, it was found that the proposed retrieval 

system outperforms. The proposed retrieval system has the 

mean average precision of 86%. The precision for retrieving 

top 10 images (P@10) is nearly 98% in the proposed retrieval 

system. This high retrieval performance is due to the fact that 

the gap between the high level semantics and low level visual 

features has been reduced in the proposed retrieval system. 

Figure 8 gives the comparison chart of the various 

performance measures. Figure 9 gives the precision-recall 

graph in which the precision is recorded on the different levels 

of recall. From this graph also it was found that the proposed 

retrieval system accuracy is substantially improved 
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Figure 6. Query Retinal Image 

 

Figure 7 Retrieved retinal images from the proposed 

method 

 

Figure 8 The comparison chart of the various 

performance measures. 

 

Figure 9 The Precision-Recall Graph 

5. CONCLUSION 
We propose a new method, namely Rough Texton (RT), 

which  explains image texture for image retrieval. RT is 

efficient to give information regarding both color and texture 

based on Rough Set. Proposed method is an advanced method 

to retrieve an image with better texture by Rough texture unit 

than texture unit. It is useful to the end user for improving 

success rate of the image retrieval. 
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