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ABSTRACT
Most of the challenges in the creation of a publish/subscribe
scheme is an effective delivery of message in bounded time and
reliability of transmission. Because of the communication in WAN
may be affected by the uncertain behavior of the network, in which
messages can be lost or delayed. To enforces both reliability and
timeliness in a publish/subscribe scheme requires two different ap-
proaches: Network Coding and Gossiping. This paper presents the
concepts associates with these approaches in the publish/subscribe
environment. The objective of this paper is to analyze how these
approaches works and what are the impacts after applying it.
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1. INTRODUCTION
The publish/subscribe interaction scheme is messaging middleware
which is claimed to provide the loosely coupled form of interaction
required in such large scale settings like financial services, busi-
ness intelligence and critical infrastructure [1].Publishers publish
events, and subscribers subscribe to and receive the events they
are interested in. A distributed publish/subscribe system for scal-
able information dissemination can be decomposed in three func-
tional layers: namely the overlay infrastructure, the event routing
and the algorithm for matching events against subscriptions. The
attractive characterization of publish/subscribe is in the way noti-
fications flow from senders to receivers. Receivers are not directly
targeted from publisher but indirectly addressed according to the
content of notifications. Subscriber expresses its interest by issu-
ing subscriptions for specific notifications, independently from the
publishers that produces them, and then it is asynchronously no-
tified for all notifications, submitted by any publisher, that match
their subscription. The strength of this event-based interaction style
lies in the full decoupling in time, space, and synchronization be-
tween publishers and subscribers.

There are mainly three publish/subscribe scheme [2] Topic-based,
Content-based and Type-based. Topic-based publish/subscribe sys-

tems introduce a programming abstraction which maps individual
topics to distinct communication channels. Topics are strongly sim-
ilar to the notion of groups and it enforces platform interoperability
by relying only on strings as keys to divide the event space. The
content-based publish/subscribe is a variant of topics scheme in
which events are not classified according to some predefined ex-
ternal criterion, but according to the properties of the events them-
selves. Type-based publish/subscribe provide a natural description
of content-based scheme through public members of the considered
event type, while ensuring the encapsulation of these events.

Network coding is a paradigm for sending information over net-
works. Instead of simply relaying packets, network nodes can also
combine incoming packets and send the resulting coded packets to
outgoing edges. But these operations do not generate new informa-
tion in the network. There are two main benefits of this approach:
potential throughput improvements and a high degree of robust-
ness. Benefits of network coding over mere routing in improving
the throughput of a single-source multicast transmission, i.e., when
the same data at a source is to be transmitted to multiple destina-
tions in the network.Network coding lays the foundations for an
efficient and fast recovery where redundancy is judiciously added
to the dissemination or recovery operations.

Gossiping is a distributed retransmission protocol and is used to re-
trieve missing packets in case of incomplete information. In the
gossip paradigm, an event is disseminated like the spread of a
contagious disease or the diffusion of a rumor over unstructured
overlay networks. The protocol exploits local knowledge of nodes
about subscriptions made by their neighbor nodes, coupled with
a gossip strategy. It can be employed quite effectively to build
publish/subscribe systems on top of these nodes to easily man-
age the networks. The dissemination is based on pure local deci-
sions; nodes employ a mixed strategy that combines gossip together
with a local knowledge of subscriptions made their neighbors.The
gossip approach has been applied to a variety of application do-
mains, such as database replication, cooperative attack detection,
and publish/subscribe-based data dissemination.Gossip algorithms
achieve reliability in a probabilistic sense, by guaranteeing that all
participants in the system receive any message only with a certain,
quantifiable probability. Gossip algorithms reach high level of scal-
ability at the price of a small loss in reliability.
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Fig. 1. General view of Publish/Subscribe System

2. LITERATURE REVIEW
2.1 The Publish/Subscribe Paradigm
A publish/subscribe communication system (PSS) can be repre-
sented by a triple < π,B,

∑
> where,

—π=p1, . . . , pn is a set of n processes, called the publishers, which
are producers of information.

—
∑

=s1, . . . , sm is a set of m processes called the subscribers,
which are consumers of information.

—∆= B1, . . . , Bo is a set of o processes, called brokers.∑
and π may have a non-zero intersection, that is a same process

may act both as a publisher and as a subscriber.The general view of
publish/subscribe paradigm as shown in the figure 1.

The publishers and subscribers can exclusively communicate with
any other process in Delta. Then, the set of brokers ∆ represents
a logically centralized component of the architecture, which is re-
sponsible for collecting subscriptions and forwarding events to sub-
scribers. Delta considered as Notification Service (or Event Ser-
vice). Publishers and subscribers act as clients for the Notification
Service.

The operations of a publish/subscribe system are registration of a
subscription σ, cancellation of a subscription , publication of a no-
tification x and issue of the notification of x. A publisher submits a
piece of information x to other processes by executing the pub(x)
operation on the Notification Service. The Notification Service dis-
patches a piece of information x submitted by other processes to
a subscriber by executing the nfy(x) on it. A subscription is re-
spectively installed and removed on the Notification Service by
subscriber processes by executing the sub(σ) and usub(σ) opera-
tions. The operation nfy(x) is issued by a process pi and executed
by the pi, while the other three operations are issued by a process
and executed by the PSS. The operation nfy(x) occurs either after
the execution of pub(x) or a matching operation executed within
the PSS[3].

Notifications provide nature of the information exchanged between
publishers and subscribers. A publisher produces an event, while
the notification Service issues the corresponding notification on
subscribers. Both publishers and subscribers communicate only
with a single entity, the Notification Service which,

(1) Stores all the subscriptions associated with the respective sub-
scribers.

(2) Receives all the notifications from publishers.
(3) Dispatches all the published notification to the correct sub-

scribe.

Fig. 2. A network coding example. Nodes 1 and 2 want to exchange pack-
ets via an intermediate node S . 1[resp. 2] sends a packet a [resp. b] to 2,
which then broadcasts a xor b instead of a and b in sequence. Both 1 and
2 can recover the packet of interest.Both the number of transmissions and
time are reduced.

The result is that publishers and subscribers exchange information
without directly knowing each other. This anonymity is one of the
main features of the publish/subscribe paradigm and simply stems
from the level of indirection provided by the Notification Service.
Publish/subscribe is an anonymous, many-to-many, asynchronous
communication paradigm, where multiple producers may propa-
gate information to multiple consumers. Anonymity is an effective
solution to easily get scalability at abstraction level. Participants do
not have to know each other and when the size of the system grows,
they still have to contact only the Notification Service.

2.1.1 Challenges. The Notification Service should be able to
face a large amount of users and to span large-scale communication
networks, always maintaining an acceptable level of performance.
The first challenge in publish/subscribe is building proposing gen-
eral models and frameworks that precisely capture and describe the
peculiarities of the paradigm. On the algorithmic side, the main
trigger of publish/subscribe scheme has been the attempt to build
systems that offer a high flexibility to their users, for example al-
lowing them to precisely characterize their interest with powerful.
There are two requirements that have to be satisfied: First, push-
ing the scalability limits of publish/subscribe one step forward, by
devising new solutions; second, care about those aspects related to
the ease of deployment providing system with dynamic self orga-
nization capabilities.

2.2 Network Coding
Network Coding simply ”refer to coding at a node in a network as
network coding”, where coding means that arbitrary causal map-
ping from inputs to outputs.To improve a network’s throughput,
efficiency and scalability, as well as resilience to attacks,instead
of simply relaying the packets of information they receive, the
nodes of a network take several packets and combine them to-
gether for transmission.Network coding may have impact on the
design of new networking and information dissemination proto-
cols.Traditionally, when forwarding an information packet destined
to some other node, it simply repeats it.A simple example in a wire-
less context is a three node topology, as shown in Figure 2.Network
coding allow the node to combine a number of packets it has re-
ceived or created into one or several outgoing packets.
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Fig. 3. A network coding working example.Here,h1,h2,h3 are
the linear coefficient, which produce the combination of the
form,Y=h1X1+h2X2+h3X3.Encoding vector is attached with the packet.

With linear network coding, outgoing packets are linear combi-
nations of the original packets, where addition and multiplication
are performed over the field [4],where s is a consecutive bits of
a packet as a symbol over the field F2s .Each packet consists of L
bits.The packets which do not have the same size, the shorter ones
are padded with trailing 0s.s consecutive bits of a packet can be
considered as a symbol over the field F2s .

The original packets produced by several publishers are M1, M2

...,Mn.The coefficients which is used to produce the linear combi-
nation are obtained by any of the following way:

—Each node in the network select uniformly at random the coeffi-
cients over the field F2s [9].

—Certain probability of selecting linearly dependent
combinations-probability is related to the field size 2s.[10]

—Polynomial-time algorithm[11] for multicasting which examines
each node of the network, and decides what linear combinations
each node performs.So that each node uses fixed linear coeffi-
cients and the packets only need to carry the information vector.

Each linear combination is given by:

The summation have been carried out at each symbol position k,

The coefficient (g1, ..., gn) are called encoding vector and the en-
coded data X is called information vector.A simple example for
network coding, as shown in Figure 3.

Encoding can be performed for already encoded packets. Consider
a node that has received and stored a set which contain encoding
vector and information vector of encoded packets. This node pro-
duce the newly encoded packet as the form (g’,X’)by picking a set
of coefficients h1, ..., hm and computing the linear combination is,

Decoding requires solving a set of linear equations which can be
obtained from the system,

This is a linear system with m equations and n unknowns.To solve
the linear system ,the coefficients must be independent.To retrieve
the all encoded packets,[7] the number of received packets needs to
be at least as large as the number of original packets.

For solving a linear system each node stores the encoded vectors
with its own original packets, row by row, in a decoding matrix.

Initially,the matrix only contains the non-encoded packets issued
by this node with the corresponding encoding vectors. When an
encoded packet is received, it is inserted as last row into the decod-
ing matrix. The matrix is transformed to triangular matrix using
Gaussian elimination. A received packet is added to the matrix if it
increases the rank of the matrix else discarded. If the matrix con-
tains a row of the form ei, this node knows that x is equal to the
original packet Mi.

The network coding requires finite field operations on F2s , it
means that operations on strings of s bits.Addition is the stan-
dard bitwise xor.In multiplication,the sequence is the form of
b0,......,bs-1 and this sequence can be interprets as a polynomial
b0+b1X+...+bs-1Xs-1.Multiplication is obtained by computing the
usual product of two polynomials and then computing the remain-
der modulo for obtaining an irreducible polynomial. Division is
computed by the Euclidian algorithm.

2.2.1 Challenges. For all practical purposes, the size of the ma-
trices with which network coding operates has to be limited. This
is straightforward to achieve for deterministic network codes but
more difficult with random network coding.The fact that packets
need to be decoded has a minor impact on delay. It is usually not
necessary to receive all encoded packets before some of the packets
can be decoded.

2.2.2 Advantages. Network coding mainly concern performance
improvements in static settings.A primary result that sparked the
interest in network coding is that it can increase the capacity of a
network for multicast flows.The most compelling benefits of net-
work coding might be in terms of robustness and adaptability. Net-
work coding brings, is that the linear combining is performed op-
portunistically over the network, not only at the source node, and it
is well suited for the (typical) cases where nodes only have incom-
plete information about the global network state.Network coding
protocol suffers only a small performance penalty when incentive
mechanisms to cooperate are implemented.

2.3 Gossiping
Gossiping is a probabilistic and fully distributed approach to event
routing and achieves high stability under high network dynam-
ics, and scales gracefully to a huge number of nodes.It is per-
formed at the time of recovering any lost packets is found at re-
ceiver/subscriber side.In gossiping, each node contacts one or a
few nodes in each round(usually chosen at random), and exchanges
information with these nodes [6]. The dynamics of information
spread resembles the spread of an epidemic[12] and lead to high
robustness, reliability and self-stabilization[8]. Being randomized,
rather than deterministic, this technique is simple and do not re-
quire to maintain any event routing data structure at each node.The
existing systems implements random uniform selection mechanism
for gossip partners, those who are participating in gossip rounds.

Missing messages are recovered through one or more gossip
rounds, during which other processes potentially holding a copy
of the data are contacted.A gossip round consists of the following
steps:

(1) Process A chooses randomly another process to communicate
with, say B.

(2) A sends to B information that allows to determine the presence
of inconsistencies in their view of the system’s state.

(3) A and B reconcile their state by exchanging the actual mes-
sages that are not part of the history of both.
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Fig. 4. Dissemination and recovery of an event notification

In gossiping, the random choice of the nodes to contact can be
sometimes driven by local information, acquired by a node dur-
ing its execution, describing the state either of the network or of
the subscription distribution or both.If any subscriber detects that
the message was incomplete then a gossip round is performed to
recover complete message. As shown in the figure 4,the encrypted
packets are disseminated from a publisher to all the subscribers of
that corresponding event published. The nodes s1and s2 has enough
packets to reconstruct the whole message but s3 has to go for a
gossip round.

Event dissemination protocols use gossip to carry out multicasts
[5]. They report events, but the gossip occurs periodically and
events dont actually trigger the gossip. One concern here is the po-
tentially high latency from when the event occurs until it is deliv-
ered.For each gossip round, nodes receives a message and it stores
that in a buffer of size ”b”, called as fan-in, if the node forwards a
message limited number of times ”t” to other nodes in the overlay
network is called as fan-out.There are several variants of gossiping
algorithms exist:

—Push Approaches: Messages are forwarded from one to other
nodes as soon as they are received.

—Pull Approaches: Nodes are periodically send it’s own list of
recently received messages to another node.If a lost message
is detected by comparing the received list with the history of
messages received by the givennode, then a transmission is re-
quested.

—Push/Pull Approach: Node forwards to the other nodes only the
identifier of the last received message;if one of the receivers does
not have such message, then it makes an explicit pull request.

Publish/subscribe based event dissemination services are applied
with gossiping efficiently and these algorithms provided the timeli-
ness constraint to publish/subscribe services.The number of gossip
rounds to be performed to recover ”m” lost packets had drastically
fallen from O(mlog(m)) to O(m).

2.3.1 Challenges. An event match many patterns instead of a sin-
gle subject,and the source is not required to tag the published event
in any way, since routing is entirely determined by the event con-
tent.In gossip interactions,to simply route gossip messages as nor-
mal events is difficult.In a topic-based system, the topic defines the
set of nodes it is useful to gossip with, since it contains the set of re-
ceivers for a given event associated to that subject. In content-based

systems,this set of nodes cannot be determined as easily since the
subject notion is missing.

2.3.2 Advantages. Gossip algorithms impose a constant, equally
distributed load on the processes in the system, and are very re-
silient to changes in the system configuration since they do not rely
on the existence of one or more processes. Moreover, these proper-
ties are preserved as the size of the system increases, thus leading
to good scalability. Finally, these algorithms are very simple to im-
plement and rather inexpensive to run. Gossip algorithms are then
a good match for highly distributed and dynamic scenarios.

3. CONCLUSION
A publish/subscribe scheme encloses a communica-
tion model providing the necessary component decou-
pling,reliablity,expressiveness, and scalability to deal with
these characteristics at the application level.The problem related
is that it either provide only a best-effort service or address just a
single requirement at a time such as message ordering, bounded
delivery time, or reliable delivery.While some applications can
rely on a best-effort service (messaging, social networking), other
applications may require several nonfunctional requirements to be
met.This paper present two solutions that introduce reliability and
timely event notification for publish-subscribe systems.Coding
has a positive impact even on the mean notification latency and
its standard deviation due to a decrease in the number of retrans-
missions required.And gossiping,which increases the retrieval of
missing packets in case of incomplete information.There is a large
scheme to develop more efficient techniques there by achieving
speedy processing for publish/subscribe communication.
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