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ABSTRACT 
In recent years, sign language recognition has attracted much 

attention in computer vision . A sign language is a means of  

conveying the message by using hand, arm, body, and face to 

convey thoughts and meanings. Like spoken languages, sign 

languages emerge and evolve naturally within hearing-impaired 

communities. However, sign languages are not universal. There 

is no internationally recognized and standardized sign language 

for all deaf people.  As is the case in spoken language, every 

country has got its own sign language with high degree of 

grammatical variations. The sign language used in India is 

commonly known as Indian Sign Language (henceforth called 

ISL). 
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Computer vision , Wearable Computing , Spatio Temporal 
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1. INTRODUCTION 
Approaches to sign language recognition can be divided into 

isolated sign recognition and continuous sign language 

recognition. Isolated sign recognition is a special case of 

gesture recognition. Gesture recognition systems are typically 

designed to recognize artificial gestures. The user has to learn 

these gestures in order to communicate with the system. In 

order to have an idea about the best approach needed to build a 

sign language recognition system it becomes crucial to survey 

the already developed systems. For this purpose the research 

over the  electronic databases and study of few papers that were 

most relevant to the system has been carried out. An analysis 

and comparison of the methods applied for development of the 

similar systems would help to apply the suitable approach to 

develop the system. The literature surveyed are summarized 

below. Several different approaches have been used in order to 

design Sign Language Recognition Systems.  

2. WEARABLE COMPUTING BASED    

      ACQUISITION 

Wearable computing approaches[1] to sign language data 

acquisition offer accurate means of  extracting information 

about the signers hand movements and hand shape. Each 

sensing technology varies along several dimensions, including 

accuracy, resolution,  range of motion, user comfort, and cost . 

Glove based[2] approaches to gesture recognition generally 

known to be the approaches where it is required that the  user 

has to wear  certain glove like device over their hands 

comprising of various kinds of sensors mounted on the devices.  

Ruize et al [3] presented nonspecific person gesture recognition 

system by using MEMS accelerometers . The recognition 

system consisted of sensor data collection, segmentation and 

recognition. After receiving acceleration data from the sensing 

device, a segmentation algorithm was applied to determine the 

starting and end points of every input gesture automatically. 

They presented their work for seven different hand gestures 

such that included left, right, tick, cross, circle, up and down, 

and the input signals for which were obtained from MEMS 3-

axes accelerometers. A total of  72 experiments were performed 

for a sequence of hand gestures ,and it was found that 

recognition accuracy of individual  gesture was ranging from 

91% to 100% and the  overall accuracy was found to be of 

95.6%.  

Yun et al [4] proposed a combined ACC and sEMG approach 

for continuous SLR(Sign Language Recognition) based on the 

sign-component level analysis. They developed a combined 

ACC and sEMG approach for recognizing Chinese Sign 

Lnaguage at the subword level. The accelerometer (ACC) and 

the surface electromyographic (sEMG) sensors provide two 

potential techniques for gesture sensing. Multichannel sEMG 

signals,(Figure 2.1)  recorded by a set of sEMG sensors placed 

on the arms, contain rich information for the coactivation and 

coordination of multiple muscles associated with different sign 

gestures. Yun was able to use the extracted features from sEMG 

and   ACC to generate three basic components related to sign. 

language,that were the hand shape, orientation, and movement. 

 

Figure 2.1 Positions of the ACC and sEMG sensors on the 

left and right arms.Here, “Ch” refers to the channel of 

EMG sensor proposed by Yun[4] 

If  recognition  results considered then the system could 

recognize a sequence of subwords by combining the the 

similarities of the desired gesture at the component level. The 

recognition of 96.5% for a vocabulary of 120 signs and 

recognition of 86.7% for 200 sentences  was obtained for the 

designed system . Vasiliki et al [5] developed a sign language 

recognition system by the use of hybrid adaptive weighting 

(HAW) process applied to sEMG and 3-D accelerometer data 

which related  the individual way of signing with the signer’s 

level of deafness (LoD). The resultant set of features, named as 

weighted intrinsic-mode entropy (wIMEn), help to increase 

accuracy of the recognition system. Zhang et al [6]  was able to 
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obtain results for hand gesture recognition by utilizing the 

inputs obtained by two types of sensors namely multichannel 

electromyography (EMG) sensors and a three-axis 

accelerometer (ACC) . They were able to recognize the required 

gesture by determining the start point and the end point  of the 

gesture.For classification of the gestures multistream hidden 

Markov models and   decision tree were utilized together for 

obtaining better recognition. The experiments  to find the 

classification for  72 CSL words depicted that showed  that the 

approach was effective to merge EMG and ACC information , 

and also  average accuracies of 96.3% and 95.3% was obtained 

for two different  subjects. 

 Naik et al [7]  was able to  overcome the hurdles posed by 

unbalanced multicategory datasets by employing the Twin 

SVM. Data for which patterns are present in different classes 

and are from different distributions are to be considered as two 

separate entities. If it is not considered it may result in 

misclassification of the patterns. Naik achieved the gesture 

recognition using Twin SVM and found it as a better choice for 

the required task  with multicategory datasets  as compared to 

the sEMG sensors . 

 

Fig2.2  Hand gesture experimental setup with four 

electrodes proposed by Naik [7] 

The system was able to accurately identify actions by using 

sEMGs recorded from near the upper region of the elbow as 

show in Fig 2.2, making it suitable for applications such as 

transradial amputees.  

An inexpensive visual motion data glove with high recognition 

accuracy was presented by Han et al [8]. The glove device used 

a single-channel video instead of commonly used motion-

sensing fibers or multi-channel videos, with a reconstruction 

algorithm to compensate for the shortcomings of single-channel 

videos. A monocular camera was used to capture hand motion, 

and then a visual analyzer algorithm detected those optical 

indicators and recovered 3D positions of fingers and joints. 

Three classes of scenarios (left/right clicks, numbers, and the 

OK sign) were computed and reconstructed into 3D images in 

MATLAB.  

Wagner et al [9] developed a 3D hand motion tracking and 

gesture recognition system using a data glove called KHU-l. 

The data glove interacted with a PC via a bluetooth device. It 

successfully performed hand motion tracking such as fist 

clenching, hand stretching and bending. Three gestures (scissor, 

rock, and paper) were tested with an accuracy of 100% for 50 

trials each. The recognition in 3D and the wireless transmission 

were good improvements, but they incurred time delay.  

Kim et al [10] proposed a system which combined sensor data 

from accelerometers and an Electromyogram (EMG) which was 

used to measure the electrical activity produced by the hand 

muscles. It was shown that the information added by the EMG 

greatly improved the recognition rate of signs.  Figure2.3  

shows a visualisation of the sensor setup for a single hand.  

 

Figure 2.3 : Sensor Placement for Bi-Channel recognition 

system proposed by Kim [10] 

Similarly, Oz et al  [11] utilised a Cyberglove TM in 

association with a 3-D motion tracker that was called ―Flock of 

Birds‖ to determine the features of  hand posture . Figure 2.4 

shows the CybergloveTM and ―Flock of Birds‖ 3-D motion 

tracker. 

 

Figure 2.4:  Left: Flock of Birds 3D motion tracker, Right: 

CyberGlove proposed by Oz [11] 

Wang et al [12] proposed a viewpoint invariant data acquisition 

method. Their method was based on a virtual stereo vision 

system, using one camera and gloves with a specially designed 

colour pattern to indicate the 5 separate fingers, palm and back. 

Figure 2.5 shows a visualisation of the design of the gloves. 

 

Figure 2.5: Gloves used by Wang [12] 

Bui et al [13] developed a new SLR system for the Vietnamese 

Sign Language. They utilized an extra  sensor which was 

mounted at  the back side of the handin order to obtain better 

recognition . A different classification for letters was 

introduced, in which all letters were divided into three clusters 

according to the X-axis value of the palm, and three fuzzy rule-

based systems were constructed for further classification 

without having to collect training samples. Bending or flexing 

of fingers were measured in five levels: Very-Low, Low, 

Medium, High, Very-High.The system consists of six 

ADXL202 accelerometers for sensing the hand posture,a 

BASIC Stamp microcontroller Fig 2.6. They concentrated over 

the 23 letters of  Vietnamese sign Language which also 

included two basic postures of―punctuation‖  and ―space‖ .  
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Kenn et al [14] came up with a way to integrate glove-based 

devices into multiple applications with the help of a context 

framework. The textile glove with integrated electronics device 

was able to perform in at least three applications as 

demonstrated: to move/zoom/select parts of a map, to navigate 

to a remote control in presentation, and to direct a toy robot to 

move left/right. forward/ backward. 

  

Fig.2.6: Sensing glove with six accelerometers and a basic 

stamp microcontroller proposed by Bui  [13] 

 

One problem was that this device could only detect gestures in 

the X and Y axes, without the ability to detect motion in the Z 

axis such as the so-called "yaw". In addition. to achieve 

wearability, light weight, and cool appearance, the accuracy of 

recognition was sacrificed.  

Another data glove based system was  proposed by McGuire et 

al[15] where a mobile sign language translator was 

implemented using an Acceleglove (Fig 2.7) . 

 

Figure 2.7: The Acceleglove proposed by McGuire [15] 

 

Fang et al [16][17] developed a large vocabulary sign 

recognition systems using two CyberglovesTM and three 

―Pohelmus‖ 3SPACE-position trackers. Two trackers were 

positioned on the wrist of each hand and another positioned on 

the signers back and were used to collect orientation and 

position data. The CyberglovesTM collected 18-dimensional 

hand shape information for each hand. 

Another novel approach to sign language data acquisition was 

taken by Brashear et al [18] where features from both a hat 

mounted camera and accelerometer data were used to 

classifying signs Figure 2.8. While wearable computing 

approaches to data acquisition can extract accurate features 

representing the signs being performed, some of these 

approaches require that the signer wears cumbersome devices 

which can hinder the ease and naturalness of signing. 

 
Figure 2.8: Head mounted camera and accelerometer data 

collection implemented by Brashear [18] 

 

An alternative approach is to acquire gesture data through a 

camera based input. In order to capture gesture based 

information from camera based inputs, the hands must be 

located in the image sequence and this is often carried out using 

color, motion and edge information .Number of works have 

proposed different techniques for the segmentation of hands 

from an image sequence . 

3.   SIGN LANGUAGE RECOGNITION: 

      SPATIOTEMPORAL GESTURE    

      RECOGNITION 

Hossein et al [19] presented a model for conceptual imitation 

learning. Conceptual imitation tries to model true imitation in 

human which is said to be fulfilled by abstraction, 

generalization, recognition, and regeneration of action. They 

used , Hidden Markov models for the purpose of recognition of 

various modalities defined  for their text. They also introduced a 

method to combine the perceptions of various  modalities for 

the recognition of  multimodal  concept. One of them was  

imitation learning based on a few  hand gestures by the  

interaction with the teachers. For the  task, variety of 

experiments were performed on the basis of perceptions  from 

different modalities, which included the vision, motor, and 

audition. Secondly it was required to learn a set of actions by 

recognizing their emotional effects. The results of the 

experiments conducted  on a humanoid robot were able to show 

the efficacy of their  proposed model for conceptual imitation 

learning.  

Annamária et al [20] presented the concept and implementation 

of a hand posture and gesture modeling and recognition system 

. The system transformed the data of the hands obtained after 

processing to develop a feature model which was actually a 

fuzzy inference system of  hands that was used as the input to a 

fuzzy neural network and based on the fuzzy inference model 

generated determines the actual hand posture . Then , 

determining the  order of the input hand gestures the 

recognition of the gesture is achieved. As a feature model, it 

introduced a new fuzzy hand-posture model (FHPM). For hand-

posture recognition, a modified Circular Fuzzy Neural Network 

(CFNN) architecture was proposed together with a reduced time 

training procedure. However, the correct identification rate 

proved to be in average above 96%, currently with a limitation 

of the need of using a homogenous background.  

Dreuw et al [21] provided criteria to evaluate hand and head 

tracking algorithms; the proposed criteria were tracking error 

rate (TER) and word error rate (WER). Dynamic programming 

tracking (DPT) avoided taking possibly wrong local decisions 

by tracking back from the last frame of the sequence to the first 

frame to get a best path with the highest score given by a score 

function, which was calculated for every frame starting from 

the very beginning. By integrating into an HMM, this model 

allowed simultaneous tracking and recognition. However, it was 
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not robust enough to perform on the dataset due to the high 

number of near-profile images in the database. 

Alon et al [22]  proposed a framework  where the system was 

able to recognize the gesture for even a location of hand that 

was very ambiguous and even when there was no data available 

for the start or the end point of the gesture. Hence the system 

could be utilized for continuous streams of images for which 

the gestures being performed even for complex backgrounds 

with moving hands. The performance of the system was 

estimated for two applications as to the  digits recognition for 

the signs of  hand  gestures by users in front of a complex  

background, with  short-sleeved shirts, and for the  recognition  

of occurrences of signs in a video database containing 

continuous  signing inputs for  American Sign Language . 

Buehler et al. [23]  detected hands and arms at the same time. 

During the recognition, every pixel was assigned to either the 

limb model or the background model to avoid the ambiguity 

from hand, forearm, and upper arm occlusion. Distinctive, 

unambiguous frames were identified and linked together by 

tracking the arm configurations. This system was tested with 

BBC broadcast footage using a continuous sequence of 6,000 

frames performed by three signers. The result accuracy was 

above 91 % when there was little arm overlap, and it was at 

least 59% when there was much overlap.  

Shanabeh et al [24] proposed an isolated temporal gesture 

technique for the recognition of Arabic sign language. They 

proposed temporal features which were extracted through 

forward, backward, and bi-directional predictions. Experiments, 

based on a database of isolated signs, showed that their method 

achieved a classification performance ranging from 97% to 

100% when classifying 23 different sign classes. 

Wang et al [25] proposed a view invariant sign recognition 

system. In their proposed system, the recognition task was 

converted to a verification task based on the geometric 

constraint that the fundamental matrix associated  with two 

views should be unique when the observation and template 

signs are obtained synchronously under virtual stereo vision and 

viceversa. Experiments conducted on a vocabulary of 100 signs, 

where 5 isolated samples of each sign were recorded, showed 

their method achieved an accuracy of 92%. 

Infantino et al [26] proposed an approach for the recognition of  

Italian sign language and the system integrated the concept of 

commonsense engine for  the purpose of detecting sentences in 

the context. The proposed architecture allowed the knowledge 

of the recognition process to be modeled and managed in a 

simple and robust way. Moreover, the introduction of the 

semantic context resolved the problem of the analysis and 

validation of a sentence. The experiments presented a test set of 

30 videos of sentences using 20 Signs and 80 videos of 

sentences using 40 signs which showed that the system 

maintained a high recognition rate.  

Cooper et al [27] implemented an isolated sign recognition 

system using 1st order Markov Chains. In their model, signs 

were broken down in visemes (equivalent to phonemes in 

speech) and a bank of Markov Chains were used to recognise 

the visemes as they were produced. The first layer had three 

types of classifiers that detected tab (placement), sig 

(movement) and ha (arrangement) from visemes, which are 

visual representations of speech sounds in sign languages. The 

experiments of 164 signs with 1,640 examples, the first layer 

achieved around 30% accuracy; when combined with the 

second layer, the accuracy was increased to 72.6%, a significant 

improvement by using two levels of classifiers for a large 

lexicon.  

Deselaers et al [28]  performed Dynamic programming tracking 

(DPT) in hand tracking, which is a model-free and signer-

independent tracking method. DPT avoided taking possibly 

wrong local decisions by tracking back from the last frame of 

the sequence to the first frame to get a best path with the highest 

score given by a score function, which was calculated for every 

frame starting from the very beginning. By integrating into an 

HMM, this model allowed simultaneous tracking and 

recognition. 

Agris et al [29] proposed a system of  isolated sign language 

which was developed by combining A Posteriori estimation  

and  Maximum Likelihood Linear Regression method  . they 

recognized single handed isolated signs by the above 

combinational approaches. They implemented selected 

adaptation methods from speech recognition to improve the 

performance of their system when performing user independent 

recognition. A recognition rate of 78.6% was reported when 

recognising 153 isolated signs.  

Juang et al [30] proposed a method for temporal sequence 

processing by means of  recurrent fuzzy network. They applied 

their method to a gesture recognition task and experiments 

showed a recognition rate of 92%. 

Ong et al [31] provided another approach in which they used a 

boosted cascade of classifiers that detected hand shapes in grey 

scale images in order to track hands. These images were 

grouped by applying the K-means clustering algorithm. Then a 

tree structure was formed to contain two layers of "weak" hand 

detectors. The classifiers at the first layer chose all candidate 

image blocks that may contain hand shapes, and then passed 

them to the second layer to be compared to all the images in the 

corresponding clusters. The FloatBoost algorithm was used to 

perform boosting in finding weak classifiers. In an experiment 

of 5,013 hand images, the first layer achieved 98% accuracy in 

detecting the existence of hands, and the second layer achieved 

97.4% accuracy in hand shape detection.  

Fang et al [32] addressed the problem of large vocabulary sign 

recognition by proposing g a combination of self organising 

feature maps, HMMs a hierarchical decision tree, with low 

computational costs, for the recognition of isolated signs. 

Experiments were conducted on a data set of 61365 isolated 

samples of 5113 different signs. Results showed an average 

recognition rate of 91.6%. 

Yang et al [33] extracted motion trajectories from American 

Sign Language (ASL) videos and classified signs using a time 

delay neural network. Experiments based on a vocabulary of 40 

signs showed the average recognition rate of unseen test 

trajectories was 93.4%.  

Starner et al [34] presented two vision-based SLR systems 

using hidden Markov models one used a second-person view 

with a desk mounted camera and the other was the first-person 

view with a camera mounted on a hat worn by the user. HMM  

was used for training and continuous motion tracking. Both 

systems used a skin color matching algorithm for hand tracking 

In comparison, the second-person view system had a word 

accuracy of 92% while the first-person view system had a word 

accuracy of  98%. The high accuracy indicated that HMM is 

good for the purpose of continuous motion tracking.  

The research into spatiotemporal gesture and sign recognition 

has two main categories: isolated and continuous recognition. 

Isolated recognition focuses on the classification of a single 
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hand gesture. In continuous recognition,  the user performs 

gestures one after the other and the aim is to spot and classify 

meaningful gesture segments from within the continuous stream 

of sign language. Isolated Gesture Recognition  

4. GESTURE RECOGNITION USING 

DEPTH DATA 

 Maisto et al [35] proposed an algorithm with three different 

variations to recognize and correctly identify the fine gestures 

of hands, in particular fingertips, through the use of the Kinect 

motion sensor. The proposed methods do work in real time 

without any noticeable lag and they exhibit good performances 

in the tests that carried out in this regard. The presented system 

could  be improved by the help of a neural network, which 

should be capable of learn new poses and store them in a 

database, allowing users to create their own customizable 

gesture database. In this way, it was possible to overtake the 

problems seen in the FT-CDB and FT-CMB algorithms and 

hence,  achieve a better performance as well. 

Vanden Bergh et al [36] used a ToF camera instead of 

stereoscopic cameras to enhance recognition. A ToF camera 

with a low resolution (176 x 144 pixels) was used to get depth 

image for segmentation, and it was paired with an RGB camera 

with a high resolution (640 x 480 pixels) for hand detection. 

The skin color used for detection was decided by a pre-trained, 

adaptive skin color model, which was updated with color 

information taken from the face. Three situations· were 

evaluated in hand detection: the hand was next to the face, the 

hand overlapped with the face, and a second person was behind 

the tester. Depth-based detection achieved more than 98% 

accuracy in all three situations, while the accuracy of color-

based detection decreased dramatically from 92% of the first 

situation to 19.8% of the third situation. 

Argyros et al. [37] proposed a 3D hand tracking method using a 

stereoscopic system of two video streams. It combined color-

based tracking and 3D hand tracking, and it could run in real 

time. Images were captured by each camera; hand blobs were 

marked by 2D color-based hand trackers in both video streams, 

and then matched together by a calibration calculation. After 

this, hand contours were aligned and reconstructed in the 3D 

space.. The ability of processing in real time isan advantage, yet 

the estimated depth data using the stereoscopic system is rather 

noisy, and the need for calibration increases system complexity. 

Nanda et al. [38] presented a method to track hands in highly 

cluttered environments using 3D depth data provided by a 

sensor that was based on the time-of-flight (ToF) method for 

the purpose of obtaining color data and depth data  

simultaneously . The potential fields of possible hands or face 

contour were calculated by three algorithms: getting potential 

fields by using distance transform, k-components based 

potential fields with weights. and basin of attraction. The 

system was tested in head tracking and hand tracking on ten 

people with good results. It was able to track hands with 

occlusion, and to recognize simple motion like "step back" and 

"stop".  

5. GESTURE RECOGNITION USING 

KINECT 
The recently developed depth sensors, e.g., the Kinect sensor, 

has gained popularity I the field of human-computer interaction 

(HCI). Tremendous amount of  progress has been achieved by 

means of the the Kinect sensor ,in the field of  human action 

recognition , tracking human body and face recognition etc. 

Hand Gesture recognition is still found to be a tedious task even 

if the features obtained by the Kinect Sensors. Hand seems to 

be smaller in ratio when compared to the complete human body 

, also having a complex geometry associated with it. Thus the 

task of recognizing gestures made by hand remains to be a 

problem to be solved . After the launch of Microsoft Kinect in 

November, 2010, several exciting recognition systems based on 

this device were developed in less than 18 months. The 

resolution of its HGB camera and depth camera are both 640 x 

480 pixels, which are fairly sufficient under many situations. 

 Ren et al [39] presented a robust part-based hand gesture 

recognition system using the Kinect sensor. A novel distance 

metric, Finger-Earth Mover’s Distance (FEMD), was used for 

dissimilarity measure, which represents the hand shape as a 

signature with each finger part as a cluster and penalizes the 

empty finger-holes. They focused on developing a hand gesture 

recognition that was based on parts  of hands using Kinect 

sensor. To handle the noisy hand shapes obtained from the 

Kinect sensor, they proposed a novel distance metric, Finger-

EarthMover’s Distance (FEMD),that was used estimate the 

dissimilarity between different hand shapes. The proposed 

FEMD distance metric was based on a part-based representation 

which represents a hand shape as a signature with each finger 

part as a cluster. Such a representation enables the computation 

on the global features, thus it is robust to local distortions and it 

is robust to articulation, orientation and scale changes.  

Sun et al [40] came up with  a discriminative exemplar coding 

(DEC) approach, and also utilized the  Kinect sensor, for the 

purpose of moldelling the different signs. The approach  can be  

summarized as three steps. First, of input candidate exemplars 

were considered for  learning based on the videos of  sign 

language for every category of sign taking into consideration 

the discrimination among them. On one hand, they efficiently 

conducted background modeling to extract human body and 

locate the hand position in frames. On the other hand, they 

obtained more discriminative features, as well as sign 

description. Based on this descript on, the MIL was employed 

to learn the similarities between frames. Based on the learned 

exemplar based classifiers, each sign bag were described, then 

AdaBoost was employed to select the most discriminative 

features to form a strong classifier. 

Yang et al [41] proposed a gesture recognition system using 

depth information provided by Kinect, and implemented in a 

media player application. It was able to recognize eight gestures 

to control the media player, with a maximum confusion rate of 

8.0.This system demonstrated the applicability of using Kinect 

for gesture recognition in a contact-less user interface.  

A method to track fingertips and the centers of palms using 

Kinect was presented by Raheja et al. [42]. It applied 

thresholding on the depth of hand regions for segmentation. 

Then the palm was filtered and subtracted from the hand, so 

that only the fingers were left in the image. Therefore, by 

determining the minimum depth, fingertips were found. The 

center of the palm was determined by finding the maximum of 

distance within the image of the hand. When fingers were 

extended, the accuracy of detecting fingertips was nearly 100% 

accuracy, and that of palm centers was around 90%. However 

this method did not attempt at gesture recognition. 

 Rebollar et al [43] proposed another approach using depth data 

provided by Kinect to detect fingertips. First, it found hand 

points by thresholding on depth data, and then generated the 

convex hull containing the hand by Graham Scan Fingertips 

were detected by calculating the angle between candidate 

points. After fingertips were found, the mouse clicking motion 

was recognized and tested on the popular game Angry Bird. 
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6. PROPOSED APPROACH FOR 

RECOGNITION OF INDIAN SIGN 

LANGUAGE  
The  investigation over the  use of Spatio-Temporal Features to 

accuarately describe the motion of sign, using boosting to 

combine the most effective features into a single strong 

classifier per sign. Sign is a temporal medium and as such it is 

logical to include some temporal information in the symbols 

describing each frame. It is also required  to add identifiers so 

that the learning mechanism can distinguish between the head 

and the 2 different hands. To this end cluster indexes are 

concatenated across 2 frames and an identifier added to the 

same. The integral image provides a rapid method to calculate 

the block features in an image. Taking this into the temporal 

domain, in a video stream one can imagine the images stacked 

one behind the other in temporal order. 

The use of a  double image buffer system is proposed that 

updates two image buffers simultaneously. While one buffer is 

being restarted the other is used to perform the calculations. A 

pictorial representation is shown in figure 6.1, as can be seen 

the buffers are offset by half their size, and therefore work out 

of step with each other, when the first is half full the other starts 

from zero and fills, when the first buffer is full the window 

switches into the second buffer which is only half full and the 

first buffer is restarted. This way, at any frame there is always a 

full window of history yet the total value of any point is limited 

since there is a maximum of two full windows calculated. 

 

Figure 6.1 - The dual image buffers 

7. CONCLUSION 
The survey of various approaches related to the Sign Language 

Recognition Systems  infers that the design of the sign language 

recognition systems started with the wearable computing  

approaches which included certain sensors associated with the 

hands or some coloured gloves wore over the hands and 

gradually with time the recognition systems were utilizing the 

spatiotemporal approaches for the purpose. The spatiotemporal 

approaches captured the videos for bare hands and achieved the 

sign language recognition by processing the data and making 

use of various machine learning algorithms. The latest 

approaches for the sign language recognition systems make use 

of Depth data and Kinect Sensors for the obtaining the features 

from the hands signs in the videos. Still aiming to design a 

system for bare hands in the videos will be cost effective and 

more user friendly for people. 
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