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ABSTRACT 
Video surveillance is an important area of computer vision 

research, its applications including both outdoor and indoor 

automated surveillance systems. Detecting through video 

image processing is one of the most attractive alternative new 

technologies as it offers opportunities for performing 

substantially more complex tasks and providing more 

information than other sensors.  Video Surveillance systems 

have as main goal to control the safety and the security of 

materials of which utilizing people. This paper provides an 

overview of various methods and techniques from the 

research area that address the problems of representation, 

recognition and learning of events, actions and activities of 

inhabitants from an environment. 
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1. INTRODUCTION  
Video Surveillance is the most important in the field of 

security. The task of surveillance is to detect and track 

moving objects in the video sequence. Now-a-days, video 

surveillance system is an important security asset to control 

theft, trespassing or traffic monitoring, banks, department 

stores, highways, crowded public places, borders etc. Human 

Motion analysis helps in solving problems in indoor and 

outdoor surveillance applications. The research in the field of 

vision surveillance meets with the research in several 

techniques, especially in two important domestic aspects: 

home health, and home security. We identified two distinct 

directions where video surveillance techniques can be used in 

smart home environments: (a)ambient assisted living, whose 

goal is to improve the quality of life and to maintain 

independence of older and vulnerable people, and (b)vision-

based fire detection, where video processing techniques are 

used to develop fire monitoring systems for smart home 

environments. In this paper, we focus attention on the ambient 

assisted living. An indoor surveillance system attempts to 

detect and recognize objects of interest from video obtained 

by one or more cameras along, eventually by fusion 

information obtained from cameras and other sensors installed 

in the monitored area. The aim of an automated video 

surveillance system is to understand what is happening in a 

monitored area and to take appropriate actions like alerting 

appropriate services  if an undesirable occurred [2].  

Ambient assisted living(AAL) can be described as 

information and communication technology based services 

and systems to provide older and vulnerable people with a 

secure environment, in order to improve their quality of  life 

and reduce the costs of health and social care[3]. Video 

surveillance in smart home environments, attempts to detect, 

recognize and track persons from image sequences, and more 

importantly to understand and recognize their actions and 

activities. Video surveillance systems in smart home 

environments can be classified as: (a)centralized  systems, 

where human activity analysis is performed on a centralized 

server, and (b)distributed systems, where analysis is 

performed on a distributed cameras network. In general, an in-

house video surveillance system includes, as presented in 

Figure 1, the following modules: (a)motion detection,(b) 

object tracking, and (c)human motion analysis, in order to 

detect simple events, or recognize complex human(or group 

oh humans) activities. The first two modules represent a 

syntactic low-level processing phase, while the last module 

represents a semantic high-level phase, which is able to detect 

and recognize human activities. The rest of this paper is 

organized as follows. Section 2 covers approaches related to 

low-level video processing techniques, such as motion 

detection and object recognition, while Section 3 covers 

current computer vision approaches for human motion 

analysis. In Section 4 explains selection of Region of 

Interest(ROI) , while Section 5 privacy issues in video 

surveillance systems are discussed. Finally conclusions are 

given in Section 6. 

2. MOTION ESTIMATION AND 

OBJECT DETECTION 
The low-level processing task of an indoor video surveillance 

system contains two distinct components, as presented in 

Figure 1: motion detection and object recognition. The input 

for these modules is a video sequence, each element from this 

sequence representing a video frame. 

2.1 Motion Detection 
Motion detection methods attempt to locate connected regions 

of pixels that represent the moving objects within the scene. 

Conventional approaches for motion detection methods use 

background subtraction, temporal differencing[4], and optical 

flow[5]. The first approach consists in subtraction of a 

background or reference model from the current image 

followed by a labeling process. 
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Fig 1: Flow of processing in a video surveillance system. 

The second technique is based on the subtraction of two or 

more consecutive frames followed by thresholding. The 

optical flow approach uses the velocity field that warps one 

image into another image.  

Background subtraction method is simple, but extremely 

sensitive to changes in dynamic scenes derived from lighting 

and extraneous events. Recent background subtraction 

algorithms focused on adapting to varying illumination 

conditions, geometry reconfiguration of background structure, 

and repetitive motion from clutter. Among others may include 

methods such as: (a) background subtraction  methods for  

modelling a multiple modal background distribution[6], which 

use a Gaussian-based approach for real-time applications, (b) 

statistical background modelling[7], where an edge segment-

based statistical background modelling is used, and (c) 

universal background subtraction algorithm for video 

sequences[8], which stores a set of values taken in the past in 

the same location or in the neighbourhood.  

Temporal differencing is robust to dynamic changes of the 

environment, but generally this technique gives poor results in 

extracting all the relevant pixels, leaving holes inside moving 

objects. For this reason, background subtraction and temporal 

differencing techniques are used together in many approaches. 

Optical-flow-based methods can be used to detect 

independently moving objects even in the presence of camera 

motion, but the flow computation methods are 

computationally complex and very sensitive to noise, and 

cannot be applied to video streams in real time without using 

specialized hardware. 

2.2 Object Tracking 
The object tracking module is responsible for detecting and 

tracking of moving objects by using information from the 

motion detection module, object locations being subsequently 

transformed into 3D coordinates.  

There are several approaches to classify object tracking 

methods. According to [9], object tracking can be classified 

into (i)region-based tracking, (ii)\active contour-based 

tracking, (iii)feature-based tracking and (iv)model-based 

tracking. We will use this classification because it is more 

appropriate with the in-house video surveillance methods. 

Region-based tracking algorithms track objects according to 

variations of the image regions corresponding to the moving 

objects. In this case the background image is maintained 

dynamically, and motion regions are usually detected by 

subtracting the background from the current image. Feature-

based tracking methods perform the tracking of objects by 

extracting first some elements from video frames, and then 

clustering them into higher level features, and finally by 

matching the features between frames.  

Model-based tracking algorithms track objects by matching 

object models, produced with prior knowledge, to image data. 

The models are usually constructed off-line with manual 

measurement, or computer vision techniques.  

We focus on model-based human body tracking because this 

method is related to in-house vision surveillance systems. 

Model-based human body tracking is known as analysis-by-

synthesis, and it is used in a predict-match- update style. In a 

first step, the pose of the model for the next frame is predicted 

according to prior knowledge and tracking history, then the 

predicted model is synthesized and projected into the image 

plane for comparison with the image data. 

Model-based human body tracking techniques are based on 

three components: (i)human body models, (ii)motion models, 

and (iii)search strategies.  

Human body models can be represented in several styles: (a)a 

stick figure representation, which can be used to build a 

hierarchical model of human dynamics encoded using Hidden 

Markov models[10], (b)2D contour, which represents the 

human body projections in an image plane (the human body 

segments can be modelled by 2D ribbons[11], or blobs[12], 

(c)volumetric models that use 3D models such as elliptical 

cylinders, cones, spheres, super-quadrics, etc[13], and (d) 

hierarchical model[14] that include several levels (skeleton, 

ellipsoid meatballs, polygonal surface) for achieving more 

accurate results. 

Motion models of human limbs and joints are widely used  in 

tracking, because the movements of the limbs are strongly 

constrained. These motion models serve as prior knowledge to 

predict motion parameters[15], to interpret and recognize 

human behaviours[16], or to constrain the estimation of low- 

level image measurements[17].  

Search strategies are used to reduce the solution space, 

because pose estimation in a high-dimensional body 

configuration space is intrinsically difficult. Generally, there 

are four main classes of search strategies: dynamics, Taylor 

models, Kalman filtering, and stochastic sampling. Dynamical 

strategies use physical forces applied to each rigid part of the 

3D model of the tracked object that guide the minimization of 

the difference between the pose of the 3D model and the pose 

of the real object[13]. Taylor models use an incremental 

approach to improve an existing estimation, using differentials 

of motion parameters with respect to the  observation to 

predict better search directions[18]. The Kalman filter is a 

recursive linear estimator used for tracking the shape and 

position over time in which the density of the motion 

parameters can be modelled as Gaussian[19]. Stochastic 

sampling strategies, such as Markov Chain Monte Carlo[20], 

and condensation[21], are used to handle clutter that causes 

the probability density function for motion parameters to be 

multimodal and non-Gaussian. 
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Compared with other tracking algorithms, model-based 

tracking algorithms have several advantages such as:  

These algorithms are robust (by using the prior knowledge of 

the 3-D contours or surfaces of objects), and they can obtain 

better results even under occlusion.  

 

Fig 2:Overview of approaches for event and recognition 

The structure of human body, the constraint of human motion, 

and other prior knowledge can be fused in a single 

information structure.  

The 3-D model-based tracking algorithms can be applied even 

when objects greatly change their orientations during the 

motion.  

However model-based tracking algorithms have two main 

disadvantages: the necessity of constructing the models, and 

the high computational cost. 

3. HUMAN MOTION ANALYSIS 
After the of motion detection step, human actions can be 

viewed as a series of detected motions. In[22] an action 

taxonomy is defined, based on the degree of abstraction:  

(a) basic motion recognition, or action primitives, which 

represent the atomic entities out of which actions are built,  

(b) a set of different or repetitive action primitives that make 

up an action, and  

(c) activities, which represent complex sequence of actions 

performed by several humans who could be interacting with 

each other in a constrained manner. In the following we use 

the term of event instead of action. Various approaches for 

categorizing recognition methods for events and activities 

have been proposed[2], [23], [24], based on the approaches 

used for event modelling. 

Figure 2 presents an hierarchy that is similar to the approach 

proposed in[24], where the notion of single-layered approach 

is replaced with the notion of event, and hierarchical approach 

is replaced with the notion of activity. Single-layered 

approaches from[24] represent methods that recognize human 

motion directly based on sequences of images, being suitable 

for recognition of events, while hierarchical approaches 

represent high-level human activities that can be described in 

term of sub-events. 

 

3.1 Modeling and Recognition of Events 
Methods for event recognition can be again classified into two 

types, as presented in Figure 2, depending on the model used 

to describe human motion: (i) space-time approaches, where 

the input video is considered as a 3D volume, and  

(ii) sequential approaches, where the input is considered as a 

sequence of frames. 

3.1.1 Space Time Approaches 
The aim of these approaches is to recognize human activities 

by analysing space-time volumes from the video frames. They 

are divided into several categories based on the type of 

features considered in the 3D space-time volumes: 

(a) volumes, (b) trajectories, (c) local features 

Volumes are viewed themselves as features, and the 

recognition is performed by measuring the similarity between 

two volumes. In[25] a template matching method is applied to 

a pair of (MEI, MHI), where MEI represents the motion-

energy of an image, and MHI represents the motion-history of 

the image. This system is able to recognize simple actions like 

sitting, arm waving, and crouching. Authors of[27] introduce 

a method that uses background modeling and spatio-temporal 

template matching based technique. The motion history 

images are used to construct object shape information for 

recognizing different human activities, such as walking, 

standing, bending, sleeping and jumping. The space-time 

volume approaches have difficulties in recognizing actions 

when multiple persons are present in the scene, or when the 

actions cannot be spatially segmented. Trajectories are 

methods, where features are represented as a sequence of 2D 

or 3D points corresponding to positions of the moving objects, 

and human body part estimation methodologies are then used 

to extract the joint positions of a person at each image frame. 

One major advantage of the trajectory-based approaches is the 

ability to analyse detailed levels of human movements. The 

method measures structural similarity between two videos, 

which enables the detection and localization of complex-

structured activities. 

3.1.2 Sequential Approaches 
These approaches consider as input a sequence of video 

frames, and determine if an activity has occurred in the video 

when a particular sequence of features characterizing the 

activity is observed. Depending  on the method used to 

recognize human motion, they are classified into (i) exemplar-

based, and (ii) model-based.  

Exemplar-based approaches describe classes of human actions 

using training samples, and represent human activities by 

maintaining a template sequence or a set of sample sequences 

of actions. The dynamic time warping (DTW) algorithm has 

been adopted for matching two sequences with variations[35]. 

In[36] human activities are recognized by modeling them as 

linear time invariant (LTI) systems. The system converts a 

sequence of images into a sequence of silhouettes, extracts 

contour information, and then uses SVMs for classifying a 

new video input. In this way some simple actions such as 

’slow walk’ and ’fast walk’ can be recognized. In[37] a 

method for the analysis of human motion has been proposed 

that uses joint estimation of human behavioural information, 

such as head and body pose.  

In model-based approaches the human motion is represented 

as a model composed of a set of states. The model is 

statistically trained, and one statistical model is constructed 

for each activity. Hidden Markov models(HMMs) and 
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dynamic Bayesian networks(DBNs) have been widely used 

for state model-based approaches. In[38] a DBN is used to 

recognize gestures of two interacting persons. Some gestures 

such as ’stretching an arm’ and ’turning a head left’ can be 

recognized by constructing a tree-structured DBN. In[39] an 

efficient recognition algorithm using coupled hidden semi-

Markov models(CHSMMs) has been proposed, which extends 

the coupled HMMs by modeling the duration of an activity 

staying in each state. In[40] a method for object detection and 

action recognition is presented that uses a Histogram of 

Oriented Gradients(HOG) method for object detection, and a 

Hidden Markov Model(HMM) for capturing the temporal 

structure of the features. Exemplar-based approaches provide 

more flexibility for recognition of human activities than the 

model-based approaches(e.g. such systems can maintain 

multiple and different sample sequences). In addition, the 

amount of necessary training data can be less than in the case 

of state model-based approaches. On the other hand, state-

based approaches are able to perform probabilistic inference 

for activity determination. 

3.2 Modeling and Recognition of Activities 

Higher-level representation and reasoning methods are 

necessary for modeling complex activities having inherent 

structure and semantics. Accordingly to this assumption, in 

approaches for human activity recognition (or hierarchical 

approaches[24]) a high-level activity is considered as 

composed of several simpler activities, denoted by sub-

activities (or actions, or events).  

As presented in Figure 2, approaches for modeling and 

recognition of activities are divided into four categories: 

(i)statistical, (ii)graphical based, (iii)syntactic, (iv)knowledge 

based. 

3.2.1 Statistical Approaches 
In the case of statistical approaches, multiple layers of state-

based models such as HMMs are used to recognize activities 

with sequential structures. At the bottom layer, atomic actions 

are recognized from sequences of feature vectors, while the 

second-level treats this sequence of atomic actions as 

observations generated by the first-level. For each model, a 

classifier is constructed by using the maximum likelihood 

estimation(MLE), or the maximum a posteriori probability 

(MAP). The method of multi-layered HMMs has been 

explored by various researchers. In[41] hierarchical HMMs of 

two layers are constructed to recognize human activities  such 

as 'a person having a meal', or 'a person having a snack'. In 

[42] a multi-layered HMM is constructed to recognize group 

activities occurring in a meeting room. The system recognized 

atomic actions of 'speaking', 'writing', and group activities 

such as 'monologue', 'discussion', and 'presentation'. 

3.2.2 Graphical based Approaches 
These approaches contain a graphical representation of some 

state-based models. Among others we can mention belief  

networks and Petri nets. Belief networks represent Bayesian 

networks that specify complex conditional dependencies 

between a set of random variables that are encoded as local 

conditional probability densities. In addition, Dynamic Belief 

networks(DBNs) represent a generalization of the Bayesian 

networks by incorporating temporal dependencies between 

random variables, and approaches using DBNs may contain 

multiple levels of hidden states. In[43] DBNs are constructed 

to recognize group activities in a conference room, such as 

'break', 'presentation', and 'discussion', based on atomic 

actions such as 'talking', or 'asking'. In[44] a method for 

interpretation of human-object interactions is presented, that 

integrates information from perceptual tasks such as human 

motion analysis, and object detection. 

3.2.3 Syntactic Approaches 
These approaches are based on grammars that express the 

structure of a process using a set of production rules. In video 

motion understanding approaches, terminals symbols 

correspond to abstraction primitives, non terminal symbols 

correspond to semantic concepts  and production rules 

correspond to the semantic structure of the activities. The 

recognition of an activity represents a parsing process. There 

are several approaches for using grammars in video activity 

understanding, which use different type of grammars: context-

free grammars, stochastic grammars, and attribute grammars.  

Context-free grammars(CFG) are one of the earliest used type 

of grammars for video activity recognition[48]. In[49] a 

method that use the CFG formalism to model and recognize 

composite human activities and multi-person interactions is 

proposed. This method represents a hierarchical approach, 

having the lower-levels composed of HMMs and BNs, while 

the higher-level interactions are modelled by CFGs. In 

complex scenarios involving several persons, and requiring 

temporal relations, it is difficult to formulate the grammatical 

rules manually. Learning the rules of the grammar from 

training data is a promising alternative, but it has proved to be 

extremely difficult in the general case [50].  

Stochastic grammars allow probabilities to be associated with 

each production rule. This extension provides a mechanism to 

deal with the uncertainty inherent in video surveillance 

systems. In[51] Stochastic context-free grammars (SCFG) 

were used to model the semantics of activities whose structure 

was assumed to be known, where low-level primitive 

detection is performed by using HMMs. In[52] SCFGs are 

used to model multi-tasked activities (i.e., activities that have 

several independent threads of execution with intermittent 

dependent interactions). As in the case of CFGs, approaches 

for learning the structure of SCFGs have been proposed. 

In[53] a method for automatically learning a Probabilistic 

Context-free grammar for recognizing human actions from 

sequences of human silhouettes is presented. Attribute 

grammars associate conditions with production rules. In 

video-surveillance systems, attributes can be attached to 

primitive events. In[54] Probabilistic Attribute Grammars 

have been used for multi-agent activities in video 

surveillance. The primitive events used in this approach are 

'appear', 'disappear', 'stop', and 'start'. The primitive events are 

associated with attributes such as id(identity of the entity 

involved, loc(location where the primitive event occurs), and 

class(object classification label). 

3.3 Knowledge based Approaches 
Knowledge-based approaches represent activities in terms of 

primitives and constraints on them. These methods can 

express more complex constraints than grammar-based 

approaches.  

Knowledge approaches can be divided in two categories: 

logic-based approaches, and ontology-based approaches. 

Logic-based approaches use logical rules to describe 

common-sense domain knowledge that is used to describe 

human activities. In[55] a method for representing activities 

using declarative models is presented, recognition being 

performed by using a constraint-satisfaction algorithm. In[56] 

a hierarchical representation to recognize actions performed 

by a single person is presented. The first level realizes 
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detection and tracking of moving objects from the video 

stream, while the second level takes the inferred trajectory of 

each object, and the contextual information, to recognize the 

behaviour of the moving objects among a large number of 

potential scenarios. In[57] this representation is extended by 

considering an activity to be composed of several action 

threads, each action thread being modelled as a stochastic 

finite-state automaton.  

The main advantage of the statistical and syntactic approaches 

is the fact that they allow reliable recognition with noisy 

inputs, while the main drawback is the difficulty for 

representing and recognizing activities with concurrently 

organized sub-events. The main advantage of the graphical- 

based and declarative approaches is the possibility to 

represent and recognize human activities with complex 

temporal structures, while the major drawback is the 

deterministic structure at the high level component. 

4. SELECTION METHOD OF ROI 
Selection methods of ROI  which can be classified into one of 

the following three categories: 

1)Frames subtraction method; 2)Background update method; 

3)Virtual loop method.   

The objective of select methods of ROI is to find possible 

location in an image quickly  further detection and tracking. 

4.1 Frames Subtraction Method 
Frames subtraction methods employ a threshold technique 

over the inter-frame difference, where pixel differences has 

considered. These techniques utilize the double difference on 

two or more successive frames to detect a ROI. The advantage 

of these methods is that it’s an  adaptive method. The major 

problem of these techniques is that it depends too much on the 

time interval of selection the successive frames. Here below 

mentioned some representative approaches including inter-

frame difference method, statistical test method and spatial 

Markov random field methods. 

4.1.1 Inter-frame Difference Method 
Inter-frame difference method has been used frequently for 

selection of ROI in computer vision[35][36][37]. Frames 

subtraction methods detect moving objects region from 

current input image by performing a difference on two or 

three consecutive inter-frames. A criterion is provided to 

decide the ROI. The difference map is usually binarized using 

a predefined threshold value to obtain the motion region. It is 

easy to realize and its low computation. The advantage of 

these methods is low efficiency, especially where there is no 

prior knowledge. To over the shortcoming of these methods, 

adapted threshold techniques are proposed [37]. 

4.1.2 Statistical Test Method 
It is pixel-wise independent decision, as a step forward of  

Inter-frame difference methods[38]. The method which 

assume intrinsically that the detection of temporal changes is 

equivalent to the motion detection. The shortcoming of this 

method is that this assumption is valid when either large 

displacements appear are  sufficiently textured. To overcome 

this drawback, temporal change detection masks and filters 

have also been introduced[36]. The application of these masks 

improves the efficiency of the change detection algorithms, 

especially in the case where a prior knowledge about the size 

of the moving objects is available. 

 

 

4.1.3 Spatial Markov Random Field Method 
In order to avoid the limitation of prior knowledge about the 

size of the object, spatial Markov random field method is 

provided[40]. Motion detection is considered as a statistical 

estimation problem in this method. It can be used to 

smoothness of image regions. 

4.2 Background Update Method 
 Background update techniques are mostly used for detection 

of motion in many real-time detection and[41][42][43] 

tracking applications, including frame average method, 

selective updating method, minimum and maximum intensity 

value method, mixture of Gaussian method and k-means 

clustering techniques. In these approaches, difference between 

the future frame and the constructed background image is 

performed to detected foreground objects. To achieve accurate 

results over time the update process must be able to adapt to 

lighting changes and to handle new objects that appear in a 

scene. 

4.2.1 Frame Average Method 
Frame average method is a technique for detection[44]. The 

main point of it is to establish background frame in order to 

separate the ROI from current image and then ROI can be 

detected. Background is established by calculating average 

value of several consecutive frames in these methods. The 

main drawback of this method is that it’s difficult to detect 

stationary objects. The key point of these methods is that how 

to update the background adaptively. 

4.2.2 Selective Updating Method 
Only selective region of frames are updated for selective 

updating method. Wang[45] proposed a method that models 

the background into dynamic regions and a quasi-static 

region. A block-based Eigen-space approach is used to model 

the quasi-static background. The advantage of these methods 

is that it improves the robustness. However, this technique 

needs prior knowledge to confirm the region to update. 

4.2.3 Minimum and Maximum Intensity Value 

Method 
In these methods[39], minimum and maximum intensity 

values, and maximum temporal derivative for each pixel are 

stored to initialize background model. The background model 

is periodically updated by using a combination of pixel-based 

method and object-based method. Kalman and Brandt[37] 

propose an adaptive background model using Kalman 

Filtering to adapt to the temporal variation of weather and 

environmental illumination. Stauffer and Grimson[38] used a 

mixture of normal distributions to model a multi-model 

background image sequence. 

4.2.4 Mixture of Gaussian Method 
The pixel-level mixture of Gaussians(MOG) background 

model has become very popular because of its efficiency in 

modeling-multi-modal distribution of background(such as 

waving trees, light reflection, etc.). It can adapt to a change of 

the background and implement the method in real time 

potentially. The basic idea is to assume that the time series of 

observations, at a given pixel, is independent of the 

observations at other image pixels[50]. Friedman and Russell 

[51] modeled the intensity values of a pixel by using a 

mixture of three Normal Distributions and applied the 

proposed method to traffic surveillances. Stauffer and 

Grimson[44] presented a method that models the pixel 

intensity by a mixture of K Gaussian distributions. 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 132 – No.6, December2015 

45 

4.2.5 K-means Clustering Techniques 
Cluster analysis can be performed on the co-efficient space to 

build a self-consistent aggregation of many individual. By 

taking into account changing pixels of vehicle region, vehicle 

geometry can be estimate from stable video sequences. This 

method doesn’t need a prior calibration of the image 

sequences. 

4.3 Virtual Loop Methods 
Virtual Loop methods exploit the concept of inductive loop to 

detect vehicle passing by monitoring illumination change in 

pre-specified region of a frame during detection processing. It 

employ prior knowledge to select the ROI directly[46]. The 

Selection of ROI is based on the decision of human based on 

the need of detection requirement. In general, lanes are always 

selected as ROI. As the kind of processing checks the pre-

specified regions of frame only, its processing speed is fast. 

5. PRIVACY AND VIDEO 

SURVEILLANCE SYSTEM 
The variety of the approaches for video surveillance in smart 

home environments, and of advances in camera and 

computing equipment hardware in recent years, there is a real 

barrier to introduce the video surveillance system at home. 

The most relevant problem is the total lack of privacy. 

Actually relatively few surveillance systems addressing 

privacy issues have been published.  

The majority of work on image sequences applies simple 

distortion methods such as pixelation or blurring  to obfuscate 

parts or all of the image[53]. The Privacy Cam architecture 

proposed in[54] suppresses automatically segmented 

foreground objects in the scene and cryptographically secures 

access to the altered video stream produced by the system. In 

[55] it is proposed a method for face de-identification by 

using the k-Same algorithm, which offers formal privacy 

protection guarantees. In[56] an interesting approach is 

proposed, the respectful camera, where the problem of 

automatically obscuring faces in real time to assist in video 

privacy enforcement is considered.  

This approach targets surveillance applications where an 

alarm need to be detected, and persons are required to wear 

colored hats or vests. Authors from[57] present a privacy 

preserving surveillance video system where the privacy 

information can be stored and retrieved in a secure and 

reliable manner. A digital signature is inserted into the 

resulting video for authentication. 

6. CONCLUSIONS 
In this paper, presented an overview of the current approaches 

on vision surveillance techniques. Depending on the range of 

interest, different methods are proposed to solve fixed 

problems. The objects are removed rapidly by direct updating 

of model while preventing abandoned objects  from 

decomposing into background. In this review, summarized the 

methodologies used in several stages of indoor and outdoor 

video surveillance system: motion detection, object tracking, 

and human activity recognition. Further working on 

improving the appearance of  moving as well as non moving 

objects of  proposed algorithms. 
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