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ABSTRACT 

Forecasting of significant wave height (SWH) is necessary for 

most of ocean engineering activities. Different models have 

been applied to forecast SWH at various lead times. Here, 

group method of data handling as a data learning machine 

method is used to forecast the SWH for next 3, 6 and 12. The 

SWH data are collected from station 41036 located in the 

North Atlantic Ocean. The model performance was evaluated 

using three different index including root mean square error 

(RMSE), coefficient of correlation (R) and index of 

agreement (Ia). The results shows that in short lead times, the 

predicted significant wave height mostly correlated to the 

observed significant wave height but in larger lead times this 

correlation decreased. 
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1. INTRODUCTION 
Chakrabarti (1987) reported that the concept of significant 

wave height (SWH) was first introduced by Sverdrup and 

Munk as the average of the highest one-third of all waves in a 

special location of sea. It shows by H1/3 or Hs. It is to be close 

to the height reported by sea captains through visual 

observations. 

 Prediction of SWH is an important issue for human activities 

in coastal zone. For instance port design and operability, 

dispersion and diffusion of pollutants require an exact 

knowledge of predicted SWH. Accurate forecasting of wave 

properties is very important for most of coastal activities. 

It seems that the time series of SWH can be modeled as a 

random process, but it has some correlations that can be 

exploited to extrapolate the future from its past values 

(Nitsure et al., 2012). Therefore, Many SWH forecasting 

models have been developed in recent years: see (Shahabi and 

Khanjani, 2015; Shahabi et. al., 2016). 

In last decade, the soft computing methods are the most used 

methods. One of the most common of these methods is 

artificial neural network (ANN). ANN has been applied 

extensively in coastal and ocean engineering (Deo and Naida, 

1999; Deo et al., 2001; Tsai et al., 2002; Londhe and 

Panchang, 2006). 

In recent years, some other artificial intelligence techniques 

such as genetic algorithm (GA), genetic programming (GP) 

and fuzzy logic (FL) have been provided for modeling and 

forecasting the SWH (Ozger and Sen, 2007; Gaur and Deo, 

2008; Altunkayank., 2015). 

Several time series based model such as autoregressive (AR), 

autoregressive moving average (ARMA), autoregressive 

integrated moving average (ARIMA) and Kalman filter were 

used to SWH forecasting (Ozger, 2010; Altunkayank and 

Wang, 2012). 

Some other models, used for wave height forecasting, such as 

regressive support vector machine, fuzzy interface system and 

genetic algorithm (GA) were described by Kazeminezhad et 

al. (2005), Mahjoobi and Mosabeb (2009) and Canellas et al. 

(2010). 

The group method of data handling (GMDH) was used in 

recent decades, extensively. Zhang et al. (2013) were 

employed an improved GMDH model to predict of debris 

flow by integrating dynamic rainfall data and environmental 

factors. Their results showed that the GMDH for prediction of 

debris flow performed well using the training, validation, and 

testing sets. In other hand, some other researchers used a 

hybridized GMDH model (Zhu et al., 2012; Atashrouz et al., 

2014).  

Literature review on forecasting of SWH shows that, while 

prediction models give satisfactory results up to 6 hour lead 

time, the accuracy falls remarkably for higher lead times 

Therefore, this study is intended to illustrate an evolutionary 

method for forecasting of SWH. This method can be used for 

every time series of SWH. For this purpose, a GMDH model 

was employed as a predictor method. 

2. GMDH THEORY 
The GMDH is a learning machine based on the principle of 

exploratory self- organizing (Ivakhnenko, 1968). 

A schematic diagram of this model was shown in Fig. 1. The 

GMDH can be combined by other evolutionary or artificial 

intelligence models (Shahabi et al., 2016). 

 

Figure 1. A schematic diagram of GMDH model 

The output of the GMDH model (the predicted amount) is a 

vector such as ysim based on some vectors such as (x1, x2, …, 

xn). The input vectors can be written as:  
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yi=f(xi1,xi2,…,xij )       ,   i=1,2,3,…,k (1) 

And Eq. (2) presents the forecasted output. 

ysim=f(xi1,xi2,…,xij )       ,   i=1,2,3,…,k  (2) 

The GMDH model is explored a relationship between input 

and output vectors. It selects the best relationship based on 

minimizing the square of difference between forecasted and 

observed data. That means: 

  𝑓𝑠𝑖𝑚  𝑥𝑖1, 𝑥𝑖2,… , 𝑥𝑖𝑗  − 𝑦𝑖 
2

𝑘

𝑖=1

     𝑀𝑖𝑛 
(3) 

The relationship between input and output data in GMDH 

model can be described by Eq. (4). 

𝑦 = 𝑤0 + 𝑤𝑖𝑥𝑖

𝑛

𝑖=1

+  𝑤𝑖𝑗 𝑥𝑖𝑥𝑗

𝑛

𝑗=1

𝑛

𝑖=1

+⋯ 
(4) 

where w is the weighting term. 

Here, the quadratic polynomial of GMDH is used such as 

predictors function and described by: 

𝑦𝑠𝑖𝑚𝑛 = 𝐻 𝑥𝑖 , 𝑦𝑗  = 𝑤0 +𝑤1𝑥𝑖 + 𝑤2𝑥𝑗 +𝑤3𝑥𝑖𝑥𝑗
+𝑤4𝑥𝑖

2 + 𝑥5𝑥𝑗
2 (5) 

In this study determination coefficient are used to assessment 

of the GMDH model in every step. 

3. STUDY AREA AND DATA 
The data used in this study are significant wave height (SWH) 

of the stations 41036 (Latitude 34°12’25” and longitude 

76°56’56”) located in North Atlantic Ocean as shown in Fig. 

2 which were downloaded from NOAA’s National Data Buoy 

Center (http://www.ndbc.noaa.gov/historical_data.shtml).  

 
Figure 2.  Location map of the study area 

The SWH time series are divided into two parts, training and 

testing data. The statistical properties of all data set including 

full data time series, training and testing data set were 

presented in Table 1, separately.   

Table 1. Statistical properties of all data 

Station 

ID 

Data Significant wave height 

Min. (m) Max. (m) Mean (m) 

41036 Full series 0.27 5.18 1.24 

 Training data 0.27 4.7 1.22 

 Testing data 0.32 5.18 1.29 

4. RESULTS AND DISCUSSION 
An exploratory model called GMDH was utilized to predict 

the significant wave height for station 41036 located in the 

North Atlantic Ocean off the east coast of the USA as shown 

in Fig. 2. 

Table 2. shows a summary of results for the employment 

of the GMDH approach for station 41036. 

Lead 

 time 

 RMSE R Ia 

3h Training data  0.1937 0.9395 0.9680 

Testing data 0.2149 0.9429 0.9699 

6h Training data  0.3041 0.8433 0.9095 

Testing data 0.3426 0.8468 0.9123 

12h Training data  0.4425 0.6239 0.7377 

Testing data 0.4993 0.6306 0.7452 

 

Assessment of models is made using scatter plots between the 

observed and predicted SWH. The figures 3-8 indicate 

satisfactory predictions in lower lead times. In addition, root 

mean square (RMSE), correlation coefficient (R) and index of 

agreement are employed to evaluate of the model. These 

indices are shown in Table 2.  

 

Figure 3. Scatter plot of observed and predicted SWH by 

GMDH model at 3h lead time (training data) 

 

Figure 4.  Scatter plot of observed and predicted SWH by 

GMDH model at 6h lead time (training data) 
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Figure 5. Scatter plot of observed and predicted SWH by 

GMDH model at 12h lead time (training data) 

Fig.6 and Fig. 7 indicate very good accuracy of SWH 

estimation by the GMDH model at 3 and 6h lead times. The 

correlation coefficient is 0.94 and 0.85, respectively. In other 

hand the index of agreement decreased from 0.97 to 0.91for 3 

and 6h lead times. 

 

Figure 6. Scatter plot of observed and predicted SWH by 

GMDH model at 3h lead time (testing data) 

 
Figure 7. Scatter plot of observed and predicted SWH by 

GMDH model at 6h lead time (testing data) 

As seen in Fig. 8, the scatter plot shows that the predicted 

SWH at 12h lead time is not bad although the model is more 

accurate in 3 and 6h lead times. 

The RMSE, R and Ia at 3, 6 and 12h lead times indicate 

acceptable accuracy of predicted SWH, especially in 3 and 6h 

lead times. Table 2 summarizes these three indices for all lead 

times at station 41036. 

 

Figure 8. Scatter plot of observed and predicted SWH by 

GMDH model at 12h lead time (testing data) 

In summary, it can be concluded that the GMDH model can 

be employed to forecast SWH at lower lead times, 

satisfactory. But in higher lead times it appears that a hybrid 

model can be presented a more acceptable results. 

5. CONCLUSIONS 
Here, a GMDH model have been developed and performed to 

forecast significant wave height (SWH) for 3, 6 and 12 h lead 

times at west of North Atlantic Ocean. The model 

performance was assessed using three different indices. The 

model predictions in 3 and 6 h lead times are better than 12 h 

lead time. The index of agreement values decreased from 

0.970 to 0.745 for 3 to 12h lead times. In addition, the 

correlation coefficient of the model changed between 0.943 to 

0.631 for mentioned lead times. The GMDH model obtained 

results in shorter lead times were more accurate than the 

larger lead times such as similar studies. Also, this method 

can be simply used for planning of similar problem in the 

field of water resources engineering. 
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